THE FORM AND SENSE OF VIDEO
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Robert Arn

How then, if formal characteristics are so im-
portant, arc we to cxplain the assumption that
television is like film: Or the almost total ab-
sence, after more than 20 years, of formal des-
criptions of the television process: The answers
are mostly to be found in economic and social
rather than artistic history and need not concern
us here. The fact remains that to date, television
both in production and viewing has been domi-
nated by the conventions and assumptions of
narrative film. It is criticized in terms of content
of the crudest narrative or logical type. Which is
odd, since very few who regard television in this
limited way would chance interpreting film
purely in terms of the narrative conventions of
the novel.

From the first, film has been perceived
practically, critically, and theoretically by those
whose interest is primarily narrative or content-
related, or by those who sce its process as open-
ing new forms of perception to the audience and
thus new fields of expression to the artist. But of
course film did not suffer from a flight of intcl-
lectuals at its birth. Born in the Constructivist
period of technological optimism, it was imme-
diately the focus of intellectual attention, while
television even now faces a technological para-
noia which has blocked serious conceptual study
of its formal characteristics and has thus enforced
an artistic triviality as profound as its social im-
pact. However, even film criticism is shaky in
some of its formal descriptions; some miscon-
ceptions about the filmic trcatment of time will
need to be righted before we can reach an ade-
quate formal description of video (or television-
as-an-art-form).

In 1924 film was new and fascinated with
itself. Dziga Vertov, out with his camera end-

lessly walking, created Man With a Movie
Camera and revealed the new possibilitics open
to man’s cinextended perception. He called this
mechanically extended perception “cine cye.”
Through his viewfinder Vertov saw space ex-
pand and contract and perspective shift with
lens change. He found that time was under his
control: crank the camera a little faster and it all
slowed down. Film allowed man to experience
what was hitherto beyond his perception — the
malleability of space and time. However, others
realized the corollary: to say that film extends
perception is the same, in one sense, as saying
that it distorts perception. Current followers of
Vertov — say Jean-Luc Godard and Jim McBride
- maintain a reflexive commentary in their films
on the distortions of reality introduced by the
filming process and our conditioned expecta-
tions of it. In fact, the illusion of reality is only
achieved by relatively large distortions of actual-
ity. Vertov tells us what now seems obvious —
that the matter of film is the manipulation of
time and space.

Intuitively, one might expect the manipula-
tion of time to be the dominant formal charac-
teristic of film — the illusion of movement after
all is its primary difference from mere photo-
graphy, and its primary use is in dramatic
narrative which exists (barring several attempts
at Aristotclian temporal unity such as Agncs
Varda’s Cleo de 5 & 7) by tricking the time sensc.
Intuition is a bad guide in this case, however,
since such a system of temporal illusion is the
basis of all narrative art whatever. Much more
to the point is the question of how film differs
from other forms in its use of time. Film’s most
characteristic means of temporal manipulation,
parallel editing (The Maiden on the Railway
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Track Rescue at Hand, phenomenon; or, Mean-
while Back at the Ranch) is not intrinsic to film
at all but derived from the Dickensian novel by
Griftith and developed by Eisenstein. It, like
most other conventions of film editing, is neces-
sary to all flexible narrative forms and is found
cqually in most. The most purely filmic distor-
tion of time — slow or fast motion — is seldom
used and relatively obtrusive, a “‘tic” of certain
dircctors and penchant of the inexperienced.

. The basic problem of film editing is easily
stated — what shot to usc next: Eisenstein saw
that the decision was not a purely narrative or
temporal one - that certain shots “worked” and
some did not and that this was determined not
by narrative sequence but by the graphic, com-
positional relationships of consecutive shots: ed-
iting sequence follows spatial relationship. Thus,
though film does inevitably alter both time and
space, it is primarily space art. A visual Marxist
like Eisenstein cut for graphic conflict while

most directors cut for graphic similarity to -

achicve smooth continuity. But composition
rules the cut. Graphic space orders time.

Video art, in contrast to film (and also to tcle-
vision which is mostly a fecble narrative reflec-
tion of film), has suffered an arrested develop-
ment. After 25 years of television, video art is
entering its adolescence - still looking for its

Dziga Vertov and vainly awaiting its Eisenstein. .

Like film in its earliest period, video is in a phase
of self-examination or perhaps narcissism, ab-
sorbed in its own processes. The difficulty for the
viewer is the fact that these processes - so super-
ficially like those of film ~ arc really quite differ-
ent; and the responses we bring to film are in-
adequate and deceptive in relation to video. For
example, for a long time I thought that the ap-
parently clumsy editing of video pieces was a
mere function of the mechanical difficulties of
editing with existing equipment. The low-cost
15" and 1” tape recording equipment used by
most artists does display its instability particu-
larly in editing. But I now suspect that I have
been applying expectations derived from film,
where spatial graphic continuity determines ed-
iting, to video whosc space/time structure makes
such criteria meaningless. Classic editing techni-
que is to be found among video artists. Andy
Mann, for instance, produces tapes of almost
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vintage Eisenstcinian montage. Most video at-
tists who create such work support themselves
by producing documentary tapes for business
and organizations who demand film-like prod-
ucts; and I suspect film conventions inevitably
creep over into their other work. Now when 1
see video of traditional film editing stylc it scems
slightly out of place. The critics” dilemma: how
to avoid seeing “different” as “inferior.”

In film the impression of movement is derived
from a succession of frozen moments. In con-
trast, the video image, cven if cach frame is
cxamined, is all motion. Even astill video image
is in motion - a single rapidly moving and
constantly changing dot, onc dot only, docs all
the work. The basic illusion of film is motion.
The basic illusion of video is stillness. A detail of
the video image may be located by pointing out
where it is (as in film), but also by specifying
its distance in time from any other point of the
image. Any point on the image is both “where”
and “when” or “wherewhen” from any other
point. Video is quite literally a space/time
machine. In this context the lack of the simple
juxtaposition of shots characteristic of film
cditing is more comprchensible. Continuous
motion or metamorphosis is the continuity line
of most vidco art; an art of becoming rather
than comparison, an art of time.

Before exploring in more detail the space/
time nature of video and its implications in the
work of video artists, some of the ways video
resembles film in its processing of reality should
be considered. Godard has said that film is the
truth 24 times a sccond, which is to say that it is
a lie - unless truth really happens at that fre-
quency. Video, then, is a lic 30 frames per
sccond, or rather 60 “ficlds’ a second since cach
frame consists of two alternate ficlds of scan
lines.* The intermittent nature of both film and

*The repetition rate of video is not determined just by
the persistence of vision but also by the line frequency
of the electrical power-lines. Hence in North America
film on video runs six frames per second faster than in
the theater — but in Europe it runs the same speed,
since the power-line frequency of 50 cycles per second
gives 25 frames per second, which is equal to the
established European cine-camera speed.



video gives risc to the stagecoach wheel phe-
nomenon, or “strobing.” Combine two periodic
motions and you get an apparent motion pro-
portional to the difference in rates. We have
accepted this distortion in relation to rotary mo-
tion, but cameramen arc careful with panning
and tilting rates across vertically or horizontally
barred fields to avoid strobing effects that might
destroy the illusion of reality.

In both film and video, achieving realistic
color requires some distortion of actuality and
here we find a phenomenon of art that would
have delighted Yeats. Video has become so
widespread that public reality is modifying
itself so as to look “real” on television. The
announcer’s blue shirt was just the beginning.
The decor of almost all public events is now
chosen with an eye to the sensitivity of cathode
ray tubes. The line /scan of the video picture is
also an important factor in this context. Hori-
zontal stripes have almost disappeared from
public life since they react with the scan lines or
“raster” on television to produce a disturbing
moiré. A reality which cannot be comfortably
facsimiled on television tends to drop out of
public life.

The nexus of image/reality is the catalyst of a
whole branch of vidco art that might mis-
leadingly be called documentary, but is, I
suspect closer to sonie sort of reality repair.
Because of its low cost and immediate playback
capabilities, vidco is becoming a major tool in
psychotherapy and social action. Trapped as we
scem to be in the cliché of alienation, we seek
corroboration of our existence, and video is on
its way to being a mirror for masses. The dis-
placement of reality into the conventions of
representation leads us to paraphrase Descartes -
I appear on the screen, therefore I am. The key
to therapeutic and activist use of video is found
in the ambiguity of the word “image”, Thera-
pists talk of the difficulty of their patients in
generating a body image; activists have found
that politics is the art of the body politic image.
Glancing through the National Film Board’s
Challenge for Change newsletter you catch a
double refrain. People become real to burcau-
crats only when they can document themsclves
within the conventions of television reality.
And, even more basically, people only take their
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own problems seriously and actively after they
have been assurcd of their own reality by seeing
themselves on television. Such image/reality
inversions arc not unique to video. What writer
has not felt his self-image enhanced by secing
his work in print:

The ability of vidco to overwhelm our other
rcality indices is demonstrated by experiments
that require subjects to perform simple tactile
tasks while watching a slightly delayed recorded
image of the action, Total confusion is the usual
result. Even when one can feel an object, the
image of the object is convincing enough to

make us doubt our tactile sense. In the wider
context of social response, few people who have

seen a studio television production with live
audience have failed to notice the audience pre-
ference for watching the action on the studio
monitors even though the original is immedi-
ately before them. Two notable picces recently
shown in Toronto demonstrate video artists’
concern with the power of their medium to
dominate reality; both share a major metaphor
indicating a basic distrust of such domination.
Elsa Tambellini’s piece Cats, shown at the inter-
national festival of women and film portrays caged
tigers pacing nervously behind 300 bars. Live
petformers shooting each other with closed cir-
cuit cameras and finally stringing rope bars be-
tween the audience and its own picture on mon- '
itors, imprison first actors then audience in the
medium [see p 38]. Juan Downey’s piece at the
Electric Gallery traces the image of imprison-
ment, or reality as medium, to its source in
Plato’s Myth of the Cave. The image is somehow
more actual than the action it emulates. Is it any
wonder that psychiatry and politics talk so much
of image? Pygmalion and Dorian Grey admon-
ish from the mythic wings.

However, I doubt that we should regard con-
fusion of image and reality as pathological. That
confusion surrounds one of the most para-
doxical and contentious issues of art, What is
real in art: In film, graininess and greytone
degradation - the side effects of low lighting and
forced processing of newsreel footage — became
conventions of a school of realism, the stamp of
vérité on any film image. It is difficult to know
to what extent Cinema Vérité looks like news-
recl footage because of similar technical con-

185



EIGENWELT DER APPARATEWELT

straints, and to what extent it fries to produce a
grainy and degraded image in the knowledge
that the audience associates such an image with
recordings of real events. In my expetience the
two are inextricably tangled. Clearly the con-
vention is totally conscious in Godard’s Le
Petit Soldat, or Les Carabiniers, films which dwell
on our tendency to confuse conventional repre-
sentations with the “real thing”. The conquering
heroes of Les Carabiniers return with postcards
of conquered wonders as booty. They feel they
have plundered the things themselves. The
newsreel quality surface of the film presents us
with the same dilemma as the heroes - is news-
reel really real:

Manipulation of the conventions of repre-
sentation has by now become almost a cliché -
the bread and circuses of intellectuals. Never-
theless, the relation of art, conventional repre-
sentation, and reality is perhaps the basic
theoretical issue of modern art and has been so
since the late nineteenth century. Does art
imitate reality? Or does it create our very con-
ception of the ultimately unknowable “out-
there:” The issue is not substantially different in
poetry, fiction, graphic art, film, or video. Video
just accelerates this eternal dialectic of art. So
Yeats argues:

That girls at puberty might find

That first Adam in their thought

Shut the door of the Popes chapel,

Keep those children out.

There on that scaffolding reclines
Michael Angelo

With no more sound than the mice make
His hand moves to and fro

Like a long legged fly upon the stream
His mind moves uponsilence.

He refers of course to Michelangelo’s
masterpiece of God creating Adam — The Touch.
Yeats describes Michelangelo’s painting hand
in relation to the picture as the same as the
relation of God’s hand to Adam in the picture.
Who then is the Prime Mover: Who created
Adam: And God: Substitute Chic Young for
Michelangelo and a half-tone screen for the

brush, and Yeats gives birth to Andy Warhol.
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Yeats never guessed that crass conventional
forms of representing reality would be wide-
spread or powerful enough to create “reality.”
But further speculation on epistemological pro-
blems common to all arts will not bring us
closer to a description of those formal processes
and possibilities that are unique to video — and
just such a description is necessary before we can
understand the field of intent and judge the
execution of a piece of video art.

It is difficult fully to comprehend that calling
video an art of time is not a metaphorical
statement but a literal description of the process
of generating the video image, any video image.
As I mentioned before, the image of video is an
illusion; there is only one rapidly moving dot of
varying intensity on the screen. In an ordinary
television picture the dot scans regularly
whether an image is present or not, generating
the sct of 525 lines called a raster. To produce an
image, one introduces a patterned modulation
of the dot’s intensity as it races across the screen.
The varying intensity of the beam is perceived
as a range of grey tones from white to black.
The critical point here is that the video image is
sensitive. It is not fixed but responsive to outside
control and alteration at any point in its scan.
Thus the essential nature of the video artist is
quite different from that of the film artist who
scizes discrete frozen images. The video artist
controls or intervenes strategically in an ongoing
process. Clearly, the aesthetic and critical im-
plications of this distinction, in relation to the
typical concerns of most video artists, are sweep-
ing.

Perhaps the simplest and most obvious con-
cern of video art is with the nature of “process”
itself, and with the paradoxes and illusions of
time on which the concept rests. Consider, for
example, the multiple tape-delay environments
which have fascinated so many video artists.
The simplest form of tape-delay is familiar to
broadcast television viewers; the instant replay
has transformed sports viewing. But few sports
enthusiasts realize how an extension of this
technique can break down the conventions of
time, and cause and effect.* Video, unlike film,
requires no processing; it may record a live
event on one machine and play it back simul-
taneously with varying delays by passing the
tape through playback decks at various distances



from the recording machine. Moreover, while
the tape by its nature must pass in progression
from one machine to the next, the displays from
these playbacks may be arranged so that the
viewer expetiences them out of their normal
temporal order. Most tape-delay pieces multiply
these time-windows and often scramble their
sequence so as to attack our conventional sense
of time. It requires very little in these environ-
ments for the viewer-actor to lose track of the
present — even though the screens may be
portraying his own actions. Present, past and
future become arbitrary, cause and effect absurd.
The environmental pieces of Woody and Steina
Vasulka pursue the paradoxes of reality a step
further. Again, multiple presentation of image is
used, but now the same image is displayed
moving uniformly across the screen so that it
appears to enter at one side and leave the other.
Strings of screens placed next to each other give
the impression at first that the image is moving
from one screen to the next, but soon the images
seem to stand still leaving the viewer with the
impression that the whole environment is
accelerating across the field of the image like the
sensation of a train pulling out of a station: a
concrete representation of the paradoxes of
Einsteinian physics - relativity art. (Michael
Hayden has remarked to me that he responded
to neon signs and theater marquees in this way
and T suspect we can anticipate relativity effects
in three dimensions in his projected Waves
video /computer project.)

Obviously in all such pieces the viewpoint and
reactions of the viewer are an essential part of
the work itself — these trees make no sound as
they fall in an empty gallery. An interlocked
loop tends to form of the video process and the

* A length of film or tape represents a temporal
separation of recorded events. That is, since videotape
moves through the playback deck at approximately
7% inches per second and 16 mm film through the
projector at 40 /24 feet per second, an event separated
in time from another by one second is separated in
distance by 714 inches or 40/24 feet respectively. If we
use several playbacks, displayed continuously and
simultaneously, of the same tape or film, the distance
between the machines will determine the temporal
separation between the images. Any image appearing
on one display will eventually appear on the next;
the intervening time being determined by the dis-
tance that point on the tape or film has to travel to the
next deck or projector. Film, however, cannot be

recorded and played back simultaneously. It must be
sent away for processing.
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viewer’s physiological process, and hence a dif-
ferent viewing style is required. The viewer
must become part of the process of what he
views, and this requires a much longer attention
span than the usual scan of graphic art, or the
fitful attention of narrative film. Physiological
process video operates on a longer time scheme
than most other experimental forms and seems
merely boring if not pursued to the point of
object/observer fusion. (Luckily for artists
studying physiological process, videotape is
cheap — their work would be prohibitively ex-
pensive, even if possible, in film format.) Any-
one experimenting with video in any form is
likely to chance on physiological interaction
patterns incidentally. I have noticed that vivid
color hallucinations may be produced by pulsing
different parts of a video image at different
rates. Many people will see such a black and
white picture in vivid (if unpredictable) color.
Interestingly, there seems to be some positive
correlation between intensity of color halluci-
nation and the incidence of night blindness.
Sadly, I don’t hallucinate colors at all.

Feedback

In imitation of physiological systems, an image
that is responsive to control can become re-
flexive — self-controlling or regulative. This
possibility gives risc to pethaps the purest line of
video art: feedback patterning. “Feedback” in
this usage is a technical term, designating the
procedure of connecting camera and display-
monitor in a loop, the camera photographing
the display and feeding the result back into the
same display. If, for example, a camera is photo-
graphing its monitor and projecting this image
via its monitor, and the camera is then tilted,
the monitor will be receiving a tilted image of
itself — but this new image will contain the
upright image of the monitor that was already
on the screen before tilting the camera: there is
no hiatus. The resulting image thus appears as a
kind of superimposition; and with every subse-
quent alteration of the system the image will
accumulate, generating an echo-corridor pattern
which rapidly transforms itself into the mandala-

+ like imagery typical of much feedback work. It

is through step-by-step control of this cumula-
tive property of the feedback system that feed-
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back images are constructed. Images may be
injected into the loop from other cameras or
tapc machines, or by placing objects between
the camera and the screen; but even without

external image intervention the system is itself
a source of almost infinitely varying patterns,

merely echoing the shape of the screen and the
texture of the scan raster.

Synthesis

In feedback, we reach the limit of talking about
the video image as image. A fecdback image is
not a picture of anything finally; it is a balance
of purely electronic forces below the threshold
of perception. It is our entrance into that very
specialized branch of video called image syn-
thesis, in which the images are not records but
creations achieved by manipulating the basic
electronic forces at work in video cameras and
displays. The term “synthesis” is familiar in the
context of clectronic music and the Moog syn-
thesizer — or even in relation to chemistry or
physics. Before a pure synthesis of anything is
possible we must have a set of basic forms, forces,
or building blocks from which to start. We do
not synthesize a house from walls and roof but
from boatd, brick and nails. Only when such
basic units are established by analysis can we
decide on a system of inter-relation which will
lead us to the desired final product. If you don’t
analyse to small enough basic units you limit the
vartiety of end products - witness the prefab
house.

In electronic media the basic units are not
‘tangible shapes or forms but forces — electrical
energy: complex patterns of energy are built by
inter-relating simple ones just as in morc con-
crete forms of synthesis. In this context, how-
ever, the methods of inter-relating energy forms
are of greater and more critical interest because
they bear directly on the fundamental concepts
of all art - analogy and metaphor. To control
one thing with another is the simplest casc of
what we call analogy; a successful analoguc
relationship may result in a fusion which we
could call a metaphor. To create complex pat-
terns of energy one simply uses one aspect of
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one simple form to control or alter an aspect of
another simple form. Very complex patterns
may be produced by claborating the stages of
control and relationship. Anyone who has used
a Spirograph knows how to operate an ana-
logue computer.

A deepening fascination with the processes of
analogy is easy to detect in the background of
most video artists. Some, of course, came to
video from film or the graphic arts, but the
majority had some involvement in the light-
show movement of the 60s, and moved through
an interest in electronic music beforc working
in video. The drive of lightshows was fairly
simple; a quest to give a visual impression of
sound. The full significance of that drive, as an
exploration of the central mystery of metaphor
and symbol, and hence of art, has only become
clear in artists’ successive absorption in electronic
music and video.

The lightshow is a single term analogy ; image
is controlled so as to be analogous to the music.
Eisenstein grapples with this concept in his
theorizing on the use of sound in film. He tends
to reject simplc, positive one-to-one correspond-
ence as too mechanical and prefers a negative
counterpoint relationship, not noticing that a
negative relationship is cqually an analogy as is
a positive. It is not the valence of relationship
that matters, but its complexity; most nicta-
phors are interlocking analogue systems of great
complexity. The scarch for methods and princi-
ples of relationship secms to have intuitively at-
tracted artists to electronic music and the Moog
synthesizer, which builds up complex sound pat-
terns out of the inter-action of simple electronic
waveforms; and then finally to video synthesis
where both image and sound may be analysed ac-
cording to basic waveforms which in interaction
with one another may produce literally any
sound/image. Study of artists concerned with
the analogue process scems to have led an intui-
tive critic like Gene Youngblood to create what
can be seen as an acsthetic of analogy: he calls
most avant-gardc video art “‘synacsthetic.” Un-
fortunatcly, his aesthetic is partisan and value-
based. and fails to reveal the connection between
the arts of complex analogy and the more gen-
eral process of metaphor at work in all art.



Video synthesis proceeds along two lines -
direct synthesis, which creates patterns by direct
manipulation of time without any external in-
put; and indircct or image-buffered synthesis
which modulates input from an external source.
Synthesizers developed by Eric Segal and Steven
Beck work on the direct system; machines de-
veloped by Nam June Paik, Steve Rutt and Bill
Etra work on indircct principles. For dircct syn-
thesis, imagine the raster of scan lines of the
video image as a time track. Switching the beam
intensity in varying time intervals will result in
basic geometric patterns on the screen. These
simplc patterns can be claborated by feedback
into ever more complex shapes. Steven Beck’s
synthesizer starts from the very simple basis of
generating two vertical and two horizontal lincs,
the positions of which may be changed by
changing the time constants which determine
their positions; and simple logic circuits can
cancel the lines, leaving only the dots where they
cross. A combination of external control on linc
position (each line may be made to move in
analogy to a separate outside control) and feed-
ing the image back on itself results in both deli-
cacy of control and amazing complexity.

The indirect method of synthesis stems from
Nam June Paik’s early experiments in magnetic
distortion of the video image. Since the raster of
scan lines of the video tubes is generated by
magnetic deflection of a single beam of elec-
trons, any outside magnetic field will distort the
scan field and any image it carries. Paik started
by using permanent magnets which introduced
a stable distortion to all images displayed on the
altered set, but finally tapped into the deflection
coils of the set itself so that he could introduce
special distortions by means of an external con-
trol system. Rutt and Etra’s design extends
Paik’s design by incorporating a separate de-
flection amplifier desighed to permit modula-
tion by outside control signals rather than by
tapping into the somewhat crude deflection
circuitry of the display monitor. The Rutt/Etra
design gives analogue control over size and
shape of picture, tonal structurc of image, and
spatial distortion on three axes. Its capabilities
outrun those of the very expensive and inflexible
digital computer systems currently in use to pro-

*
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duce graphics for broadcast television.

It is tempting to see the technical problems of
video synthesis as essentially solved. Combina-
tions of the different synthesizer types give ana-
logue control access to almost all dimensional
aspects of the video image. Work remains to be
done on electronic color, switching, keying and
special effects — some of which is going ahead in
Canada in my laboratory at Brock University,
St Catharines, Ontario.* Still, when all the tech-
nical work is done one has merely established a
certain possibility— the equivalent of a brush, a
chisel, a musical instrument. It remains for
artists to create human and significant metaphors
with this analogue capability, and for critics to
find descriptive terms that illumine their con-
cerns.

Anyonc wishing a copy of our first technical bulletin, a
30 minute videotape outlining the state of the art in
helical scan video equipment, send 15” or 1” videotape
plus $5 dubbing fee (if no tape is available, send $20)
to: Video Support Project, 36 Decew Road, R.R.. 1,
St. Catharines, Ontario. (Specify English or French
version.)
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SPACE-TIME DYNAMICS IN VIDEO FEEDBACK

Physica, 1984 '

James P.

Crutchifield™

Video feedback provides a readily available experimental system to study complex spatial and temporal dynamics. This
article outlines the use and modeling of video feedback systems. It includes a discussion of video physics and proposes two
models for video feedback dynamics based on a discrete-time iterated functional equation and on a reaction—diffusion partial
differential equation. Color photographs illustrate results from actual video experiments. Digital computer simulations of the
models reproduce the basic spatio-temporal dynamics found in the experiments.

1. In the beginning there was feedback

Video technology moves visual information
from here to there, from camera to TV monitor.
What happens, though, if a video camera looks at
its monitor? The information no longer goes from
here to there, but rather round and round the
camera—monitor loop. That is video feedback.
From this dynamical flow of information some
truly startling and beautiful images emerge.

In a very real sense, a video feedback system is
a space—time simulator. My intention here is to
discuss just what is simulated and I will be implic-
itly arguing that video feedback is a space-time
analog computer. To study the dynamics of this
simulator is also to begin to understand a number
of other problems in dynamical systems theory [1},
iterative image processing [2], cellular automata,
and biological morphogenesis, for example. Its
ready availability, relative low cost, and fast
space-time simulation, make video- feedback an
almost ideal test bed upon which to develop and
extend our appreciation of spatial complexity and
dynamical behavior.

Simulation machines have played a very im-

* Permanent address: Physics Department, University of
California, Berkeley, California 94720, USA.

portant role in our current understanding of dy-
namical behavior [3]. For example, electronic
analog computers in their heyday were used exten-
sively to simulate complex behavior that could not
be readily calculated by hand. They consist of
function modules (integrators, adders, and multi-
pliers) patched together to form electronic feed-
back networks. An analog computer is set up so
that the voltages in different portions of its cir-
cuitry evolve analogously to real physical variables.
With them one can study the response and dynam-
ics of a system without actually building or, per-
haps, destroying it. Electronic analog computers
were the essential simulation machines, but they
only allow for the simultaneous computation of a
relatively few system variables. In contrast, video
feedback processes entire images, and does so
rapidly. This would require an analog computer of
extremely large size. Video systems, however, are
not as easily broken down into simple function
modules. But it is clear they do simulate some sort
of rich dynamical behavior. It now seems appropri-
ate that video feedback take its proper place in the
larger endeavor of understanding complex spatial
and temporal dynamics.

Cellular automata are the simplest models avail-
able for this type of complexity. Their study,
however, requires rapid simulation and the ability
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to alter their governing rules. Video feedback does,
in fact, simulate some two-dimensional automata
and rapidly, too. With a few additions to the basic
system, it can easily simulate other rules. Thus
video feedback has the potential to be a very fast
and flexible two-dimensional automata simulator.
The dynamics of cellular automata are governed
by local rules, but video feedback also allows for
the simulation of nonlocal automata. At the end, I
will come back to these possibilities and describe
how simulations of cellular automata, and their
generalization to nonlinear lattice dynamical sys-
tems, can be implemented with video feedback.

This is largely an experimental report on the
dynamics of a physical system, if you like, or a
simulation machine, called video feedback. My
intention is to make the reader aware of the
fascinating behavior exhibited by this system. In
order to present the results, however, section 2
includes the necessary background on the physics
of video systems and a very straightforward de-
scription of how to start experimenting. An im-
portant theme here is that the dynamics can be
described to a certain extent using dynamical sys-
tems theory. Section 3 develops those ideas and
proposes both discrete and continuous models of
video feedback dynamics. The experimental re-
sults, then, take the form in section 4 of an
overview of a particular video feedback system’s
behavior and several snapshots from a video tape
illustrate a little bit of the dynamical complexity.

2. Video hardware

In all feedback systems, video or other, some
portion of the output signal is used as input. In the
simplest video system feedback is accomplished
optically by pointing the camera at the monitor, as
shown in fig. 1. The camera converts the optical
image on the monitor into an electronic signal that
is then converted by the monitor into an image on
its screen. This image is then electronically con-
verted and again displayed on the monitor, and so
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Fig. 1. Single video feedback. Information flows counter-
clockwise through the electronic and optical pathways.

on ad infinitum. The information thus flows in a
single direction around the feedback loop. In fig. 1
the image information flows in a counterclockwise
loop. This information is successively encoded
electronically, then optically, as it circulates.

Each portion of the loop transforms the signal
according to its characteristics. The camera, for
example, breaks the continuous-time optical signal
into a discrete set of rasfers thirty times a second.
(See fig. 2.) Within each raster it spatially dissects
the incoming picture into a number of horizontal
scan lines. It then superimposes synchronizing
pulses to the electronic signal representing the
intensity variation along each scan line. This com-
posite signal drives the monitor’s electron beam to
trace out in synchrony the raster on its phosphor
screen and so the image is recontructed. The lens
controls the amount of light, degree of spatial
magnification, and focus, of the image presented to
the camera.

Although there are many possible variations, in
simple video feedback systems there are only a few
easily manipulated controls. (See table 1.)
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Fig. 2. Video raster with arrows indicating the direction of
scanning. Solid lines correspond to when the electron beam is
on; the dashed lines when the beam is off during the retrace
time. (b) Since the raster defines the horizontal, in a feedback
system the relative orientation as shown of the camera and
monitor is an important control parameter.

The optical controls provide gross spatial trans-
formations of the image seen by the camera. Zoom,
available on most modern color cameras, con-
veniently allows for spatial magnification or
demagnification. The same effect can be produced
using a camera without a zoom lens by moving it
closer to or further from the monitor. Focus con-
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trols image sharpness by moving the focal plane in
front or behind the camera tube’s image target.
The total amount of light admitted to the camera
is set by the f/stop or iris control. When pointing
the camera at the monitor the relative position, or
translation, of the raster centers and the relative
angle, or rotation, (fig. 2b) are important controls.

Electronic transformation of the signal occurs in
both the camera and the monitor. The sensitivity
of the camera’s tube is adjusted by a light level
control. Some cameras also provide for luminance
inversion that inverts the intensity of the color
signals. When switched on, this aliows one, for
example, to view a color negative print with the
camera as it would appear in a positive print. The
image intensity can be adjusted again on the
monitor with the brightness. The contrast controls
the dynamic range of the AC portion of the
intensity signal. On color monitors the amount of
color in the image is set by the color control and
the relative proportion of the primary colors
(red—green—blue) is governed by the hue.

While the effect of each individual adjustment
can be simply explained, taken together they
present a formidable number of control variables

Table I
Typical control parameters on color video feedback
Name Function
Optical
zoom spatial magnification
focus image clarity
f/stop attenuates incident light level
rotation relative angle of monitor

and camera rasters

translation

relative position of monitor

and camera raster centers

Electronic

Camera
light level
luminance inversion

adjust sensitivity of camera pickup tube
inverts intensity signal for each color

Monitor
brightness varies overall intensity signal
contrast amplifies dynamic range of intensity
color attenuates color signals to black and white
hue relative signal strength of colors
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that can interact nontrivially. These problems will
be considered in greater detail in the ensuing
discussion of TV theory and possible mathematical
models of feedback dynamics. This section now
ends with a “cookbook” procedure for setting up
a feedback system.

Although the detailed and quantitative dynam-
ics will vary with the specific equipment used, my
experience indicates that almost all servicable cam-
eras and monitors will give some interesting behav-
ior. This may require some patience as there are a
number of controls to be properly set. But once
“tuned up” a system will exhibit complex and
striking imagery in a reasonably wide control
range. For the movie [4] and pictures described
later the camera used was a Sony Trinicon HVC-
2200 and a Sony Trinitron TV/Monitor KV-1913*.

A typical start-up procedure might be as follows:

1) Connect equipment as shown in fig. 1.

2) Place camera five to six feet from monitor.
The distance will depend on the monitor screen size
and is not that important if the camera has a zoom
lens.

3) Point camera at some object other than the
monitor. Adjust camera and monitor controls to
give a good image on the monitor. Vary these
controls to get a feeling for their effect on the
image.

4) Now turn the camera to face the monitor.

5) Again adjust the camera controls, especially
the zoom and focus, noting their effect. A warning
is necessary at this point: it is not a good idea to
let the camera see any steady very bright image for
more than 10 to 20 seconds**. Bright, dynamic
moving images are generally OK.

6) Adjust camera on its tripod so that it can be
tilted about its optical axis.

7) Point the camera again at the monitor, focus

* The cost for this space-time simulator is a little over $1000,
approximately a cheap home computer.

**Some new cameras incorporate ‘“burn proof” camera
tubes. They are much less susceptible than earlier cameras to the
image “burn” that can permanently damage the tubes. Cau -
tion should still be exercised. Excessively bright images will
shorten tube life.
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on the monitor front, and zoom in enough so that
the “first” image of the monitor front fills 909 of
the screen.

8) Slowly tilt the camera trying to maintain the
camera point at the screen’s center. On almost all
tripods this will take some fiddling and read-
justment. Try zooming in at various rotation an-
gles between 20 and 60 degrees.

Another important element in this is the am-
bient light level. Some behavior is quite sensitive
to, or will not appear at all if, there is any external.
source of light. Although, a flashlight, candle, or a
quick flip of the light switch, can be good light

~ sources to get the system oscillating again if the

screen goes dark.

With this short description and a modicum of
patience the experimenter has a good chance of
finding a wealth of complex and fascinating spatial
and temporal dynamics.

3. Toward a qualitative dynamics

In the beginning, I argued that a video feedback
system is a space-time simulator. But a simulator
of what exactly? This section attempts to answer
this question as concretely as possible at this time.
A very useful tool in this is the mathematical
theory of dynamical systems. It provides a consis-
tent language for describing complex temporal
behavior. Video feedback dynamics, though, is
interesting not only for the time-dependent behav-
ior but also for its complex spatial patterns. In the
following section I will come back to the question
of whether current dynamical systems theory is
adequate for the rich spatio-temporal behavior
found in video feedback.

This section introduces the qualitative language
of dynamical systems [5], and then develops a set
of discrete-time models for video feedback based
on the physics of video systems. At the section’s
end I propose a continuum model akin to the
reaction-diffusion equations used to model chem-
ical dynamics and biological morphogenesis.



Dynamic, time-dependent behavior is best de-
scribed in a state space. A particular configuration,
or state, of a system corresponds to a point in this
‘space. The system’s temporal evolution then be-
comes the motion of an orbit or trajectory through
a sequence of points in the state space. The dy-
namic is the collection of rules that specify the
evolution from each point to the next in time. In
many cases these rules can be simply summarized
as transformations of the state space to itself by
iterated mappings or by differential equations.

As will be seen shortly, video feedback is a
dissipative dynamical system. This means that on
the average “volumes” in the state space contract,
or in physical terms, that energy flows through the
system and is lost to microscopic degrees of free-
dom. This property limits the range of possible
behavior. Starting from many different initial
states, after a long time the system’s evolution will
occupy a relatively small region of the state space,
this is the system’s attractor*. An attractor is
globally stable in the sense that the system will
return if perturbed off the attactor. Different initial
conditions, even states very near each other, can
end up on different attractors. The set of points,
though, that go to a given attractor are in its basin
of attraction. The picture for a particular dynam-
ical system is that its state space is partitioned into
one or many basins of attraction, perhaps in-
timately intertwined, each with its own attractor.

Very roughly there are three flavors of attractor.
The simplest is the fixed point attractor. It is the
analog to the physicist’s notion of equilibrium:
starting at various initial states a system asymp-
totically approaches the same single state. The next
attractor in a hierarchy of complexity is the limit
cycle or stable oscillation. In the state space this is
a sequence of states that is visited periodically.

* Unbounded or divergent behavior can be interpreted as an
attractor at infinity.

** For simplicity’s sake, I have not included the predictable
torus attractor. It is essentially the composition of periodic limit
cycle attractors.
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The behavior described by a fixed point or a
limit cycle is predictable: knowledge of the system’s
state determines its future. The last type** of
attractor, that is in fact a very broad and rich class,
gives rise to unpredictable behavior. These are the
chaotic attractors. While globally stable, they con-
tain local instabilities that amplify noise, for exam-
ple. They also have extremely complex orbit struc-
ture composed of unstable periodic orbits and
aperiodic orbits.

An important branch of dynamical systems the-
ory concerns how one attractor changes to an-
other, or disappears altogether, with the variation
of some control parameter. The motivation for this
line of inquiry is clearly to model experimentalists’s
control over their apparatus. A bifurcation occurs
when an attractor changes qualitatively with the
smooth variation of control parameter. Changing
controls corresponds to moving along a sequence
of different dynamical systems. In the space of all
dynamical systems, the sequences appear as arcs
punctuated by particular control settings at which
bifurcations occur. It is now known that these
punctuations can be quite complex: continuous
arcs themselves or even Cantor sets or fractals. The
physical interpretation of these possibilities is very
complex sequences of bifurcations. Thus dynam-
ical systems theory leads us to expect not only
unpredictable behavior at fixed parameters, but
complex changes between those chaotic attractors.

With modifications much of this qualitative pic-
ture can be carried over to the dynamics of video
feedback. It is especially useful for describing the
context in which the complex behavior arises. In
the following I also will point out possible inade-
quacies of the naive application of dynamical
systems.

A single state of a video feedback system corre-
sponds to an entire image, on the monitor’s screen,
say. The state is specified not by a small set of
numbers, but rather a function /(x); the intensity
at points X on the screen. The dynamics of video
feedback transforms one image into another each
raster time. The domain of the intensity function
I(%) is the bounded plane, whereas the domain of
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the dynamics is the space of functions or, simply,
the space of images.

This picture can be conveniently summarized by
introducing some notation. The monitor screen is
the bounded plane R*=[—1,1] x [ — 1, 1] where
the coordinates of a point X take values in the
range [ — 1, 1]. With this convention the center of
the screen is (0, 0). For the incoherent light of video
feedback, there is no phase information and so
intensity is all that is significant. The appropriate
mathematical description of an image’s intensity
distribution is the space of positive-valued func-
tions. We will denote the space of all possible
images by . The video feedback dynamic then is
a transformation T that takes elements / in & to
other elements: T: F >%F . [ 1'.

The task of modeling video feedback is now to
write down the explicit form of T using our
knowledge of video system physics. To simplify
matters, I will first develop models for mono-
chrome (black and white) video feedback. With

color systems the modeling is complicated by the
existence of three color signals and the particular
camera technology. Once the monochrome model
is outlined, however, it is not difficult to make the
step to color.

The construction of the monochrome model
requires more detailed discussion of the electronic
and optical transformations in the feedback loop.
Fig. 3 presents the schematic upon which this
model is based. With the physics of these trans-
formations as discussed in the appendix, a rela-
tively complete model can be constructed.

The appendix reviews the operation of the com-
mon vidicon camera tube, how it (i) stores and
integrates images and (ii) introduces a diffusive
coupling between picture elements. These attri-
butes impose upper temporal and spatial frequency
cutoffs, respectively. The focus turns out to be an
easily manipulated control of the spatial diffusion
rate. The monitor’s phosphor screen also stores an
image but for a time negligible compared to that

Horizontal Sync
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D £ D
A Optics F
T T —
c 1o ] | —
3 | ) 6
| L
! | =70
|
N = —~—
- T il
T | Video Signal l
|Amp b Amp
, ‘_){/A\; Contrast
Noise
Source Brightness
Vidicon Display Tube

Fig. 3. Idealized monochrome video feedback. A: photoconductive image target; B: pickup for video éigp_al; C: camera electron beam;
D: scanning coils for electron beams; E: phosphor screen; F: beam intensity modulator; G: monitor electron beam.
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of the vidicon. The appendix indicates various
deviations from the ideal video feedback system of
fig. 3.

With the physics and electronics of video sys-
tems in mind, the details of the transformation T
can be elucidated for the monochrome model. The
first and perhaps most significant assumption, is
that 7 be taken as a discrete-time transformation
of a spatially continuous function, the image I,

L1 =T(L,).

Employing a “bias intensity”, the intensity at a
point ,(X) can be scaled to take values in the range
[—1,1]; —1 being black and 1 white. For com-

" parison at the end of this section, I consider how
a continuous time and space model can be applied
to video feedback using reaction—diffusion equa-
tions.

The new image I,., consists of two parts: the
first, the ‘“old image” stored in the photo-
conductor, and the second, the “incoming image”
from the monitor screen. This, and the process of
successive feedback of images, can be expressed as
an iterated functional equation. The first model of
the dynamic 7 is the following

L, (X) = LI(X) + sfI,(bRX) , M

where # is a point in R? The first term represents
the old image whose intensity at the point X has
decayed by a factor of L each time step. Thus L is
the intensity dissipation of the storage elements,
including the monitor phosphor, but dominated by
the photoconductor. The second term represents
the incoming image that is possibly rotated by an
angle ¢ and spatially magnified by a factor 4. R is
then a simple rotation,

R cos(¢) sin(¢)
- (—sin(d)) cos(¢)>’

due to the relative raster orientations; b corre-
sponds to the zoom control. If X" = bRX lies out-
side of R? then I(%") = 0. The parameter f€[0, 1]
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corresponds to the f/stop. For a system with
luminance inversion black regions become white
and vice versa. -To take this into account the
parameter s is set to —1, rather than its normal
value of unity.

Spatial diffusion due to the photoconductor, but
largely controlled by focus, contributes to the
intensity at a point. It produces a spatial coupling
to neighboring pixels that can be represented con-
tinuously by the following convolution integral:

N (asr s —|p—xf
<In(x)>x = jdyln(y) exP(m) > @)

assuming a Gaussian shape for the diffusion
profile. The denominator in the exponential con-
trols the width of the smoothing with o; represent-
ing the focus control and o, the intrinsic smoothing
in the vidicon.

A more complete model including the major
features of video feedback systems is the following:

5 (%) = LLE) + LR, + STLORD) ., ()

with the parameter L’ setting the magnitude of the
intensity signal contributed (or leaked) to that at %
during one raster time.

Furthermore, the first term in eq. (3) can be
modified to include the temporal storage and inte-
gration of images and their successive decay. This
can be effected by a weighted sum of past images,

(). = 3 1)L,

where the decay parameter L is the same as above.
This gives equations corresponding to the video
feedback systein as laid out in fig. 3,

1, (%) = L)), + L'{T(X)) + SfT(bR%) . (4)
For a color system the scalar intensity becomes

a vector of red, green, and blue intensities,
I(X)=(R(X), G(X), B(¥)). There are also cou-
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plings between the colors caused by a number of
interactions and imperfections, such as

1) incorrect convergence of the monitor electron
beams on the screen phosphor color dots;

2) non-ideal color filters and differential
diffusion rates for the photoelectrons in the vid-
icon;

3) aberration in the optical system;

4) electronic cross-talk between the color signals
in pickup, amplification, and reconstruction, of the
image.

A model for color feedback can be developed as
an extension of eq. (4) based on the evolution of
a vector intensity I ’

L (%)= L)Y+ L)), + SAL(BRE), (5)

where I and L’ are matrices. Their diagonal
elements control the color intensity decay, while
their off-diagonal elements the coupling of the
color signals. In a first order approximation, this
model summarizes the various couplings only lin-
early although it is clear that nonlinear couplings
could be added.

Along the same lines a continuous-time model
can be developed that for many purposes is easier
to study. This also allows for the comparison of
video dynamics to other work on spatial complex-
ity in biological and chemical systems. The type of
model proposed here is generally called a
reaction—diffusion partial differential equation.
AM. Turing introduced this kind of system in
1952 as a model for biological morphogenesis [6].
The general form of these equations is

a_Fiy+ v (6)
dt

for the evolution of the “field” [ = (I,L,.... L)
of concentration variables. The function
F= (F\, F,, ..., F;) represents the local “reaction”
dynamics of these variables without diffusion. D is
a matrix describing the spatial coupling and
diffusion rate of the concentration variables. For
linear f, Turing showed that this system gives rise
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to spatial patterns that can oscillate temporally. He
also considered the addition of a noise term and its
effect on the selection of spatial patterns.

These equations naturally take into account
spatial diffusion with the Laplacian operator on
the RHS of eq. (6). Furthermore, the continuous
time derivative and the local reaction dynamics can
be used to implement a temporal low pass filter.
Thus. reaction—diffusion models can be construc-
ted that satisfy the basic criteria already laid down
for video feedback. Video feedback differs from
Turing’s reaction—diffusion models because of a
nonlocal spatial coupling resulting from the spatial
rotation and magnification. In direct analogy with
the previous arguments, the proposed reaction—
diffusion equation for color video feedback dy-
namics is
d—ﬁti) = LI(%) + sfI(bR%) + oV (%), )

where the parameters s, f, b, L, and R, are as
before, and ¢ is a matrix summarizing the spatial
diffusion rate. The first term on the RHS of eq. (7)
is the “old image”, the next term is the nonlocal
“incoming image”, and the last is the diffusion
coupling. For spatial structure and temporal be-
havior well below the spatial and temporal fre-
quency cutoffs discussed above, this model should
be valid. As will be seen in the next section,
video feedback dynamics has very similar phenom-
enology to that of chemical and biological systems
described by this type of model. The
reaction—diffusion model provides a conceptual
simplicity as well as simpler notation. In fact, video
feedback can be used to experimentally study
this widely used class of models for spatio-
temporal complexity.

The previous iterated functional equation model
eq. (4) can be derived from eq. (7) upon dis-
cretization. Eq. (7) is the differential form of eq.
(4), an integro-functional difference equation. A
digital computer simulation of this continuum
model naturally involves spatial and temporal dis-
cretization. Thus, as far as verifying the models by



digital simulation, it is a moot point as to which is
better, the iterated functional equation or
reaction—diffusion model.

Having constructed these models, the burning
question is whether their dynamics describe that
actually found in real video feedback systems. For
the very simplest behavior there is hope that the
equations can be solved analytically. In general,
though, simulating the models in a more controlled
environment on a digital computer, for example,
seems to be the only recourse [7]. After describing
the dynamics typically observed in a real video
feedback system in the next section, I will come
back to the results of just such a digital simulation.

4. Video software

The models and discussion of video physics in
the last section may have given an impression of
simplicity and straightforwardness in under-
standing video feedback dynamics. The intent in
this section is to balance this with a little bit of the
richness found in an actual color video system. An
overview of the observed dynamics will be
presented initially from a dynamical systems view-

~point. I will also address the appropriateness of

Table II
Video feedback dynamics
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this framework for some of the more complex

dynamics. Then a brief description of a movie on
video feedback follows. Stills from the movie illus-
trate some of the curious features of video feed-
back dynamigs. And finally, these “‘éxperimental”
results will be compared to those from preliminary
digital computer simulations.

Video feedback dynamics can be roughly catego-
rized as in table II. For the simplest temporal
behavior, descriptive terms from dynamical sys-
tems seem appropriate as in the first four behavior
types. At first, let’s ignore any possible spatial
structure in the images. When a stable time-
independent image is observed, it corresponds to a
fixed point in the image space % . Much of the
behavior seen for wide ranges of control parame-
ters falls into this category.

Thus on the large scale video systems are very
stable, as they should be in order to operate
properly in a wide range of environments. For
extreme parameter settings, such as small rotation,
low contrast, large demagnification, and so on,
equilibrium images are typically observed. For
example, when the zoom is much less than unity
then one observes an infinite regression of succes-
sively smaller images of the monitor within the
monitor within. ... The image is similar to that

Observed

Attractor in image space

equilibrium image
temporally repeating images
temporally aperiodic images
random relaxation oscillation

spatially decorrelated dynamics
(e.g. dislocations)

spatially complex image

spatially and temporally aperiodic

fixed point
limit cycle
chaotic attractor
limit cycle with
noise-modulated stability
quasi-attractor with
local temporal dynamics:
fixed point
limit cycle
chaotic attractor
spatial attractor:
fixed point
limit cycle
chaotic attractor (?)
nontrivial combination of
the above

199



EIGENWELT DER APPARATEWELT

seen when two mirrors face each other. With a bit
of rotation the infinitely regressing image takes on
an overall “logarithmic spiral” shape that winds
into the origin.

When the parameters are set to moderate values,
one of the first non-trivial dynamics to appear is a
simple oscillation. This would be a limit cycle in
image space: a sequence of dissimilar images that
after some time repeats. Because entire images
repeat, individual points on the screen exhibit
periodic behavior. Consequently, the values of
intensity at a point cycle repetitively.

At parameter values nearby often lic temporally
aperiodic image sequences. Chaotic attractors in
image space are most likely a good description of
this behavior type in the simplest cases*. When
non-repeating images are reached from limit cycles
with the change of a parameter, the bifurcation
occurs in one of (at least) three ways:

1) Simple lengthening of the limit cycle period,
until it is sufficiently long to be effectively aperi-
odic: for example, going from a limit cycle of 10
seconds to one of hours. New images are intro-
duced, but are not sufficiently similar to be consid-
ered as close “recurrences”.

2) The. introduction of subharmonics at fre-
quencies lower than that of the original limit cycle:
these subharmonics are small modulations of the
image’s geometric structure. The overall image
sequence remains the same, but differs in the
modulated detail.

3) Suddenly at some critical parameter value,
the limit cycle disappears and aperiodicity set in.

A very telling indication that complex behavior
lies at nearby parameter settings comes from
slightly perturbing the system. This can be done
most conveniently by waving a finger between the
monitor and camera. Once perturbed, the nearby
complexity reveals itself by long and convoluted
transients as the system settles down to its original

* In this case, given a time series of intensity values at a point,
it is possible to “reconstruct” a state space picture of the
attractor [8].
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simple fixed point or limit cycle. The closer in
parameters to aperiodic behavior, the longer the
transients. The simple dynamics discussed so far
are globally stable in just this sense of returning to
the same image(s) when perturbed. Of course, one
can perturb the system too much, knocking it into
another basin of attraction and so losing the
original behavior. It is a common experience, in
fact, that hand-waving perturbations will leave the
screen dark, with the system requiring a “‘positive”
stimulus of light from some source to get back to
its initial attractor.

At large zoom, or spatial magnification, the
system noise is readily (and exponentially)
amplified. This regime is dominated by bursts of
light and color. Depending on the controls, the
bursts can come at regular intervals or at random
times. Also, the particular features of the bursts,
such as color, intensity, or even the pattern, can be
the same or aparently randomly selected. This
behavior is quite reminiscent of a limit cycle with
(noise) modulated stability [9].

The dynamics discussed so far is simple in the
sense that its temporal features are the dominant
aspect. No reference was made to spatial structure
as the temporal dynamics was readily distinguished
from it. A more precise way to make this dis-
tinction is in terms of whether the behavior at a
suitably chosen point captures the dynamics [8].
Using intensity data from this point, if a simple
attractor can be reconstructed, then the behavior is
of a simple type that can be decomposed into
temporal and spatial components. The last entries
in table II are an attempt to indicate that there is
much more than this simple decomposable dynam-
ics. Indeed, the spatial structure and its interaction
with the temporal dynamics are what makes video
feedback different from other systems with com-
plex dynamics, like chaotic nonlinzar oscillators.
But this difference presents various (intriguing)
difficulties, especially because a dynamical system
description does not exist for spatial complexity
[10]. Nonetheless, a qualitative dessription is possi-
ble and, hopefully, will lead to the proper the-
oretical understanding of spatial dynamics.



Much of the following description, and the
categorization used in table I1, is based on observed
similarities in spatial structure. While it may be
very difficult to unambiguously state what a com-
plex image is, we as human beings can easily
discern between two images and can even say some
are “closer” than others in structure. I am not
currently aware, however, of any mathematical
definition of “closeness™ for spatial structure that
is of help with the dynamics observed in video
feedback. Such a concept would be of immense
value in sorting out complex dynamics not only in
video feedback but in many other branches of
science.

To denote ithages that are observed to be simi-
lar, but different in spatial detail, I introduce the
phrase “quasi-attractor’” for the associated object
in state space. These state space objects appear to
be globally stable to small perturbations and it is
in this sense that they are attractors. Once per-
turbed, the video system returns to similar images,
although in spatial detail they may be slightly
altered from the original.

A good example of quasi-attractors is the class
of images displaying dislocations. This terminology
is borrowed from fluid dynamics, where dis-
locations refer to the broken structure of con-
vective rolls in an otherwise simple array. Dis-
locations are regions of broken symmetry where
the flow field has a singularity. The formation of
this singularity typically requires a small, but
significant, energy expenditure*. In video feed-
back, dislocations appear as inter-digitated light
and dark stripes. The overall pattern can be com-
posed of regular parallel arrays of alternating light
and dark stripes with no dislocations, and con-
voluted, maze-like regions where stripes break up
into shorter segments with many dislocations. The

* Both Couette flow [11] and Bénard convection [12] exhibit
this phenomenon. In nematic liquid crystal flow these are called
disclinations. Similar structures appear in spin systems, such as
magnetic bubble devices, and in the formation of crystals.
Turing’s discussion [6] of “dappled patterns” in a two-
dimensional morphogen system is also relevant here.
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boundaries between segment ends form the dis-
locations. They can move regularly or wander
erratically. Dislocations form in pairs when a stripe
breaks in two. They also annihilate by coalescing
two stripes. Dislocations make for very complex,
detailed patterns whose temporal evolution is
difficult to describe in terms of dynamical systems
because of their irregular creation and annihi-
lation. Nonetheless, when perturbed very similar
images reappear. A quasi-attractor would be asso-
ciated with global features, such as the relative
areas of regular stripe arrays and dislocation re-
gions, the time-averaged number of dislocations,
or the pattern’s gross symmetry.

Dislocations fall into the behavior class of spa-
tially decorrelated dynamics. Moving away from
one point on the screen, the spatial correlations
decay rapidly enough so that eventually there is no
phase relationship between the behavior of
different regions. The governing dynamics in any
one area is similar to that of other areas. The local
behavior, however, can take on the character of a
fixed point, limit cycle, or chaotic attractor. Thus
while globally stable, the entire image cannot be
described by a single attractor in the conventional
sense of dynamical systems theory. This behavior
type has been studied quantitatively in simple
nonlinear lattice models [13]. Spatially decorrelated
dynamics apparently is the cause of heart
fibrilation that results in sudden cardiac death [14].

The existence of spatial attractors that describe
an image is another useful notion in classifying
video dynamics. Intensity values as a function of a
“pseudo-time” can be obtained by following along
a simple parametrized curve on the screen. These
values then can be used to reconstruct a ‘“‘state
space” picture [8] that captures some features of an
image’s structure. These features naturally depend
on the type of curve selected. For example, data
from a circle of fixed radius elucidates the rota-
tional symmetry in an image. Similarly, data from
along a radial line allows one to study radial wave
propagation caused by magnification. The recon-
struction of spatial attractors has been carried out
for the above-mentioned lattice models [13].
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The rough classification is not yet complete.
There are also image sequences that appear to be
combinations of spatially-decorrelated dynamics
and complex spatial attractors. The latter entries in
table II indicate these possibilities.

The interaction of spatial and temporal dynam-
ics makes it very difficult to describe the more
complex behavior in any concise manner. To alle-
viate this problem a short video tape was prepared
to illustrate the types of behavior in table II [4].
The movie is particularly effective in giving a sense
of the temporal evolution, stability, and richness of
video feedback dynamics. An appreciation of the
spatial complexity can be gleaned in a few stills
from the movie. (See plates 1-7.) This will com-
pensate hopefully those readers who do not have
access to a video feedback system or who have not
seen the movie.

The examples have a few common features.
Regarding parameter settings, they were all made
at rotations of approximately 40 degrees and with
spatial magnifications slightly less than unity, un-
less otherwise noted. The discreteness caused by
the finite resolution is apparent in each figure. Note
that the spatial structures are typically many pixels
in extent, so that the discreteness does not play a
dominant role.

Plate 1 presents a typical nontrivial equilibrium
image, or fixed point. It has an approximate nine-
fold symmetry that comes from the rotation angle:
360/40 = 9. The intensity at each point as a func-
tion of angle is periodic, with periods not greater
than nine. The overall spatial symmetry as a
function of rotation ¢ exhibits a “symmetry lock-
ing” highly reminiscent of that found in temporal
frequency locking in nonlinear oscillators [3]. One
noteworthy similarity is that the parameter win-
dow for which a given symmetry dominates de-
creases in width with increased order of the sym-
metry. For example, spatially symmetric images of
period 31 occur for a much smaller rotation range
those with period 9 symmetry.

* One evening this cycle was allowed to oscillate for two

hours with no apparent deviation from periodicity before the
power was turned off.
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One image out of a long limit cyc* is shown in
plate 2. The limit cycle period was approximately
7 seconds. Initially, a green disk nucleates at the
center of a homogeneous light blue disk. The green
disk grows to fill 80% of the illuminated area
leaving a blue annulus. A red disk then nucleates
inside the green disk, along with an outside ring of
nine dots. The oscillation consists largely of the
radially outward moving red disk, that intercepts
the inward propagating dots. The still is taken at
the moment of collision. The disk expands en-
gulfing the dots and the green annulus, then itself
is over taken by the inside boundary of the blue
annulus that moves inward. The outer boundary of
the red disk then recedes before the blue annulus.
The screen then eventually becomes entirely light
blue, at which moment the center nucleates a
growing green disk, and the cycle repeats. This
limit cycle was stabilized by a very small marking
near the screen’s center*.

Plate 3 shows a still from a sequence of images
with slowly moving dislocations. Toward the out-
side there is a “laminar” region of stripes. Moving
inward from this, the first ring of nine dislocations
is encountered. These were seen to move smoothly
counter-clockwise. The center, however, period-
ically ejected thin white annuli that propagated out
radially, only slowly acquiring clockwise rotation.
The interface between the inner and outer regions
caused the intervening maze-like dislocation pat-
tern. The entire image shows a high degree of
nine-fold symmetry although in the dislocation
region it is quite complex.

Spiral patterns are quite abundant, as one ex-
pects from a transformation with rotation and
magnification. Plate 4 illustrates a logarithmic
spiral that dynamically circulates clockwise
outward. Temporally, the behavior is periodic with
color and structure flowing outward from the
center. The rotation here is ¢ = — 30 degrees. The
logarithmic spiral can be easily described as a
parametrized curve with angle ¢ and scaling b
controls as follows

(x, y) = (bt cos(¢ log 1), bt sin(¢ log ¢)),



with ¢ €[0, 1]. Such structure and periodic coloring
occur often in organisms, such as budding ferns
and conch shells.

With relatively high zoom, or large spatial
magnification greater than unity, noise in intensity
and spatial structure is exponentially amplified. A
common manifestation of this is periodic or ran-
dom bursts. Plate 5 shows a snapshot of a devel-
oped burst that had spiralled counterclockwise out
of the center in about one second. After a burst the
screen goes dark with faint flickering, until another
fluctuation occurs of sufficient magnitude to be
amplified into a spiralling burst. The video sys-
tem’s finite resolution can be seen as a graininess
on a scale larger than the intrinsic discreteness.

Luminance inversion stabilizes images by ampli-
fying contrast. Black regions map into white and
colors map to their opposite. This sharpens bound-
aries between dark, light, and colored areas in an
image. Section VI of ref. 2 discusses this stabilizing
effect in more detail. Plate 6 shows an example of
the “pinwheels” that dominate the images found
with luminance inversion*. The rotation for this
photo was ¢ = —90 degrees. By adjusting the
rotation, focus, and/or hue, controls the pinwheels
are seen to move either clockwise or counter-
clockwise. Winfree discusses similar “rotating
waves” of electrical impulses that cause the heart’s
coordinated beating. Plate 6 should be compared
to the figure on page 145 of ref. 14.

Plate 7, also made with luminance inversion, is
a snapshot of outward spiralling “color waves”.
These are very reminiscent of the ion concentration
waves found in the Belousov—Zhabotinsky chem-
ical reaction [15]. The rotation parameter here is
roughly ¢ = —40 degrees. As in the above pin-
wheels, every point in the image has a well-defined
temporal phase, except for the center where there
is a phase singularity.

A digital simulation based on egs. (4) and (7)
captures some of the gross features of video feed-
back. To this extent the proposed models are

* Bob Lansdon introduced me to these pinwheel images. See
also ref. 2.
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correct. It is still an open question as to whether
they reproduce the detailed spatio-temporal dy-
namics. Such comparison is a difficult proposition
even in modeling temporal chaos alone. Digital
simulations are many orders of magnitude slower
than the space-time analog simulations of video
feedback. And for this reason it is difficult, given
model equations, to verify in detail and at numer-
ous parameter settings their validity. To date digi-
tal simulations [7] have reproduced the following
features typical of video feedback:

1) equilibrium images with spatial symmetry
analogous to Turing’s waves [6];

2) fixed point images stable under perturbation;

3) meta-stability of fixed point images:
sufficiently large perturbations destroy the image;

4) logarithmic spirals;

5) logarithmic divergence when the rasters are
not centered. '

At this preliminary stage of digital simulation it
is not possible to discuss much in detail. In fact, it
may be a long time until extensive digital simu-
lations are carried out on the proposed models.
The construction of, or use of pre-existing, special
purpose digital image processors to simulate video
feedback may be more feasible than using con-
ventional digital computers. The next and final
section comes back to address these questions of
future prospects for understanding video feedback.

5. Variations on a light theme

Video feedback is a fast and inexpensive way to
perform a certain class of space-time simulations.
It also provides an experimental system with very
rich dynamics that is describable in some
regimes by dynamical systems theory, while .in
other regimes it poses interesting questions about
extending our current descriptive language to spa-
tial complexity.

One goal in studying video feedback is to see
whether it could be used as a simulator for dynam-
ics in other fields. Turing’s original proposal of
reaction-diffusion equations for biological mor-
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phogenesis comes to mind, as well as the image
processing [16] and hallucinogenic dynamics [17] of
the visual cortex. Naturally, the first task in this is
to understand video feedback itself as completely
as possible. Toward this immediate end, I have
proposed models based on video physics and
presented an overview of the possible behavior in
a particular color video system. The next steps in
this program are to make a more quantitive study
of the attractors and bifurcations with calibrated
video components. Data from these experiments
would be analyzed using techniques from dynam-
ical systems to (i) reconstruct state space pictures
of the simpler attractors, and (ii) quantify the
unpredictability of the simple aperiodic behavior.

A second approach to understanding video feed-
back dynamics is to study other configurations of
video components. The possibilities include:

1) masking portions of the screen to study the
effect of boundary conditions;

2) optical processing with filters, lenses, mirrors,
and the like;

3) using magnets to modulate the monitor elec-
tron beam scanning;

4) connecting two camera-monitor pairs seri-
ally, thus giving twice as many controls;

5) nonlinear electronic processing of the video
signal;

6) inserting a digital computer into the feedback
loop via a video frame buffer.

The possible modifications are endless. But,
hopefully, they will help point to further under-
standing and lead to applications in other fields.

Variations (5) and (6) may lead to the most
fruitful applications of video feedback. For exam-
ple, they allow one to alter the governing rules in
simulations of two-dimensional local and nonlocal
automata. In this process an image is stored each
raster time. Each pixel and its neighbors are oper-
ated on by some (nonlinear) function. For rapid
(“real-time””) simulation this function is stored in
a “look-up” table. The pixel value and those of its
neighbors form the input to the table. The table’s
result then becomes the pixel’s new value that is
stored and displayed. This is a very general
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configuration. With video feedback one has simple
control over the nonlocality of the rules using
rotation and spatial magnification, and over the
number of neighboring pixels using the focus.

A monochrome system, employing an intensity
threshold to give crisp black and white images,
could be used to simulate binary cellular automata.
This restriction on the intensity range falls far
short of the possible pixel information in video
systems. Indeed, as discussed in the appendix,
color systems are capable of transmitting roughly
20 bits of information per pixel. This includes a
random “noise floor” for small signals. Gener-
alizing cellular automata, from a few states per site

‘to many, leads to lattice dynamical systems [13].

This corresponds in the video system to removing
the above thresholding. Thus this video
configuration will be especially useful in the experi-
mental study of lattice dynamical systems and in
the verification of analytic and numerical results,
such as spatial period-doubling, found in some
nonlinear lattices [13].

A number of video image processors are avail-
able, both analog and digital. Many have been
constructed solely according to their aesthetic
value by video artists. Certainly, among this group
there is a tremendous amount of qualitative under-
standing of video dynamics. At the other extreme
of the technical spectrum, some of the emerging
supercomputers have adopted architectures very
similar to that of video feedback systems. These
machines would be most useful in detailed quan-
titative simulations. And, in turn, video feedback
might provide an inexpensive avenue for initial
study of simulations planned for these large ma-
chines.

Physics has begun only recently to address com-
plex dynamical behavior. Looking back over its
intellectual history, the very great progress in
understanding the natural world, with the simple
notions of equilibrium and utter randomness, is
astounding. For the world about us is replete with
complexity arising from its intimate inter-
connectedness. This takes two forms. The first is
the recycling of information from one moment to



the next, a temporal inter-connectedness. This is
feedback. The second is the coupling at a given
time between different physical variables. In glob-
ally stable systems, this often gives rise to non-
linearities. This inter-connectedness lends structure
to the chaos of microscopic physical reality that
completely transcends descriptions based on our
traditional appreciation of dynamical behavior.

From a slightly abstract viewpoint, closer to my
personal predelictions, video feedback provides a
creative stimulus of behavior that apparently goes
beyond the current conceptual framework of dy-
namical systems. Video feedback poses significant
questions, and perhaps will facilitate their answer.
I believe that an appreciation of video feedback is
an intermediary step, prerequisite for our compre-
hending the complex dynamics of life.
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Appendix A
Video physics

There are many types of camera pickup tubes,
but for concreteness I will concentrate on the

common vidicon tube and describe how it converts
an image to an electronic signal. The vidicon relies
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on the photoconductive properties of certain semi-
conductors (such as selenium). When light is inci-
dent on these materials their electrical resistance is
reduced. Photoconductors can have quite large
quantum efficiencies, approaching 100%,, with vir-
tually all the incident photon energy being con-
verted to mobilizing electrons in the material. Once
energized these electrons diffuse in an ambient
electric field.

The vidicon takes advantage of these mobile
electrons in the following way. (Refer to fig. 3.) An
image is focused on a thin photoconducting layer
(A) approximately one square inch in size. Spatial
variation in an image’s light intensity sets up a
spatial distribution of mobile electrons. Under
influence of a small bias field these diffuse toward
and are collected at the transparent video signal
pickup conductor (B). During operation the
photoconductor/pickup sandwich acts as a leaky
capacitor with spatially varying leakage: the more
incident light, the larger the local leakage current.
The electron beam (C) from the vidicon’s cathode
scans the back side of the photoconductor depos-
iting electrons, restoring the charge that has leaked
away, and hence, bringing it to a potential com-
mensurate with the cathode. The coils (D) supply
the scanning field that moves the electron beam
over the photoconductor. They are driven syn-
chronously with the horizontal and vertical raster
timing circuits (top of diagram). The output video
signal corresponds to the amount of charge locally
deposited by the beam at a given position during
its scan. This charge causes a change in the leakage
current and this change is picked up capacitively
and then amplified.

The important features of this conversion pro-
cess, aside from the raster scanning geometry
already described, are

1) the diffusion of electrons as they traverse the
photoconductor; and

2) the local storage and integration of charge
associated with the light incident during each raster
time.

The diffusion process directly limits the attainable
spatial resolution. This places an upper bound o
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the number of horizontal lines and the number of
pixels (distinct picture elements) within each line.
The effect on spatial patterns is that there can be
no structure smaller than this diffusion limit. An-
other interpretation of this is that, over the period
of several rasters, there is a diffusive coupling
between elements of an image.

The high spatial frequency cutoff can be easily
estimated. The electron beam forms a dot on the
photoconductor’s backside approximately 1 to 2
mils in diameter. Diffusion then spreads this out to
roughly twice this size by the time these electrons
have traversed the layer, yielding an effective 3 to
4 mils minimum resolution. For a vidicon with a
one inch square photoconducting target, this re-
sults in a limit of 250 to 300 pixels horizontally and
the same number of lines vertically. These are in
fact nominal specifications for consumer quality
cameras. Additionally, although the raster geome-
try breaks the image into horizontal lines, the
resolution within each line is very close to that
given by the number of scan lines. It will be a
reasonable approximation, therefore, to assume
that the spatial frequency cutoff is isotropic.

In a similar manner the charge storage and
integration during each raster time places an upper
limit on the temporal frequency response of the
system. In fact, this storage time 7, can be quite a
bit longer than the raster time z, of 1/30 second. A
rough approximation to this would be
7, ~ 107, = 1/3 second. Thus the system’s frequency
response should always be slower than 3 Hz. And
this is what is observed experimentally. Even the
simplest (linear) model for video feedback must
contain spatial and temporal low pass filters corre-
sponding to the above limitations.

The optical system that forms the image on the
photoconductor has spatial and temporal band-
widths many orders of magnitude greater than the
vidicon itself. Hence these intrinsic optical lim-
itations can be neglected. The optical system con-
trols, however, are quite significant. The focus, for
example, can affect an easily manipulated spatial
diffusion by moving the image focal plane before
or behind the photoconductor. In addition, by
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adjusting it to one side of exact focus the diffusion
orientation can be inverted. Very small changes in
the zoom, or spatial magnification, can have quite
large qualitative effects because the image informa-
tion repetitively circulates in the feedback loop. A
spatial magnification greater than unity increases
exponentially with the number of passes through
the loop. Similarly, adjusting the admitted light
with the f/stop can cause the light in an image to
dissipate completely when set below some intrinsic
threshold.

The image intensity can again be adjusted with
the brightness control on the monitor, perhaps to
compensate for the camera’s f/stop setting. The
brightness adjusts the DC intensity level of the
video signal, while the contrast amplifies its dy-
namic range, or the AC portion of the video signal.
High contrast will amplify any noise or spurious
signal into an observable flickering of the image. A
monochrome monitor’s screen (E) is coated with a
uniform layer of phosphor that emits light when
struck by the electron beam (G). Using the mon-
itor’s driving coils (D), the raster synchronizing
circuits move the beam to the appropriate position
on the screen for the incoming video signal. This
signal modulates the beam’s intensity (F). The
screen’s spatial resolution is effectively continuous
with a lower bound significantly less than that
imposed by the vidicon resolution and by the finite
number of scan lines. Additionally, the phosphor
stores each raster for a short time to reduce
flickering. Thus there is another image storage
element in the feedback loop. The phosphor’s
persistence is typically a single raster time and so
it can be neglected compared to the vidicon’s
storage time.

There are a number of sources of error, or
deviations from the idealized video feedback sys-
tem. Here I will briefly mention a few that could
be taken, more or less easily, into account in the
modeling, but for simplicities sake will not be
included. The first omission that I have made in
describing the functioning of video systems, is that
the bulk of them transmit two interlaced half-
rasters, or fields, every sixtieth of a second. A



complete raster is still formed every thirtieth of a
second, but the successive images appear to flicker
less than without interlaced fields. Since the time
scale of this is much less than the image storage
and integration time of the vidicon it can be
neglected.

A second and important error source is the
intrinsic noise of the intensity signal. A number of
physical processes contribute to this noise. The
discreteness of the quantum processes and the
electron charge produce resistive noise in the pho-
toconductor. The electronic amplifiers for the sig-
nal also introduce noise. The net effect though is
a signal to noise ratio of about 40 db. This trans-
lates into about 10 mV white noise superimposed
on the 1 V standard video signal, or into about 1%,
fluctuation in the intensity of pixels on the mon-
itor’s screen.

The photoconductor’s monotonic, but non-
linear, current output i, as a function of light
intensity 7, adds a third error. For vidicons i, ~ I,
with y €[0.6, 0.9]. Furthermore, this response func-
tion saturates above some intensity threshold I,,.
Vidicon photoconductors also exhibit a non-
uniform sensitivity of about 1% over the target
region.

When the camera is very close to the monitor,
there is significant geometric distortion due to the
screen’s curvature. Geometric distortion also arises
from other errors in the system, such as the
adjustment of the horizontal and vertical raster
scanning circuitry. These distortions can be re-
duced to within a few percent over the image area.
Finally, within the monitor there are saturating
nonlinearities in its response to large intensity
signals and high brightness or high contrast set-
tings. This list is by no means exhaustive, but at
least it does give a sense of the types of errors and
their relative importance.
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NOTES FOR AN EARLY ANIMATION DEVICE

Lee Harrison

The following paper is reprinted in facsimile form as
the most primary and authentic source of Lee
Harrison’s original concept for electronic animation.
These notes eventually materialized as the ANIMAC
animation system. —D.D.
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THE HioH FREQUENCY MusT BE 12293 PS5
THERE 15 NATHING. MASIC AROUT THIS STLECTED
RATO OF B1a To | [ THE CHOISE QF IT AT THIS
TIME WAS SOVEBRNOD BH THE EBASE WIH wih
WE ARE ABLE 1o ust THE HicH FREQUENCLY IN_ .
“ME Funcrion (sme-Cosinge) GENERAToR NETWORK,
IFTHE FAREQUENQIES USED 1IN THAT NETWORK GET

. Too MiGH , THE. GENBRATOR. DACS ST PERFORTM

' AS WELL AS WE'D LIKE 1T TO, wE HAVE NeoT

HAD TIng To £ REDESIEM THE NETLIORK . Hua),;‘uﬁrk

T woars WELL WP To 1o BRIT KC B8y liiiuligmme,

OF aourSE, THE HI6HELFREQUENC We use ;

THE CREATER "mone § Sk’ RE<oLUTION WE My

L (™5 Wikt g2 TXPAWED ATER,)

- THE QUTPYE GWP OF THE FiRsT bomV, A BESIbES
' . Buwe PEd WToTE 272 BsMY, 16 Mo FED INTO
THE DM MWTHIBAATORS 0. THE AFORE- MENTION
SINt-(SINE . FUNTION GENERATOR NEToRE, AUD ASTSAS .

A DRINNG. SNMG FOR THosE DELN M 1w ortreruces,

1T B SAW SESTUE DELY MYD To 2 A SMPUNG OF .
TUE BANE-KBD_COLINE SIEISERS, WAVES In THE SAMPLERS

AT L -ME FREQUENCYH OF THE SINE-4 COSINE WAVES INTIB

smg_m_s_,n_zjl_m ARE D CHCLES ag To SAMBLE FraM,

—

—das
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Pyt \
,gw LTl v}
& THE SIENIFICANCE en’r;l;m THAT WE CAN GET MORE
; THEN A 3bS ROTATION A wone. (ro sedeswmed

MoRE Full4 )

THE TiMmg conTRoL, S5 A FeeDBACK NETWORK
WHICH  SUNCHRONIZES ATHE , FREqQUENCYES C4s Hish

4 low) To THE GO <pS LINE FREQUENCH, THUS  LTmmmmii-

SemmE psSuRING AN BYACT 24 £P5  FRAME RKTE ,

bc;.:j ar e Mg A

BE/CCaron aotis Ax Aaaces

F Asaare e

.t
=)

(-4

YWAICH &ied Accerma

RAD WUS THE Fe6Dcrepl YES Drmme

J

REGWLATED-VOLTRGE
B9 GESEmse SWELD

Surpost WC
Awb TRE

.

SE WITH A TASE Mrarpoma 7,

4
2 Govemrre 'y

RAY | compLeTe FaaMey For BVERY B SUCLES OF HUM,

FU.

THEQE ARE A NPUTS TO TAC Tthuewh CoNTrol i OWE |5
THE 34 cps Frontha courtav, THE iR 15 (O s Beom
THE | MINE, THE 34005 FRAME RATE 13 FED INTO A BSMY

WHOST ouTPgT 15 THERTYORE 13 <pS, TRE LINE FIZEHUENY,
(Gocps) 15 FED WID K 551 CounTER (Y FEEDBAK TY
ABD ITS UTPUT 1S 19.CPS, THESE 2 FREQUENUES ARE THEN
FED INTO A PHRASE - COMPARNTOR., TRE oUThur oF THE PHAE..
ComPARITOR. (A D, VOLTAGE) 1S FED WNTO A B .C.~ CoRtRM
OSCILLATOR, WHOSE MEAN OUTPUT FREHWENIH WILL & THEJEED
Heh FREQUENRCY WHICH WIEN PED WTO THE FRoT EVD oF TN

T QUUTRIR, WItL AVNUCE FF CIS (44 AXIRAIELY ASTE Lo mEPOEMlG /-

Of 7€ Covursme
By # AaTOE SPCFY

[
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E Wit o o
* RS
s
SLECTwic. GRTE- CoMUTATOR, Of houasihalk HYEPUIBRNDR CHalN
‘ ¢ {smv)
THE CHAIN OF WIEEERBR hONO STARLE BUCTIVIBRATORS 15
o AN ELECTRANIC COMPAUTATOR LOMICH OPENS A
CLOSES A SERMES OF BONE'GATES IN A SEQUERTIAL
MANNER . IN STHER WORDS  THE MMV's FURNISH THE
DRWING (OPENING § CLOSINGY SIGNALS TO THE SATES,
. - - mﬂt-‘m
TWE InPuT To THE FIRST MSHY 1N THE CHAIN 1S A ppasquency
¢ PuLsE (sAu 24P 3) WHICH COMES FROM THE WUNTER,
WHEN ME PULSE ARRWES, IT CAUSES THE MSMV TO
FLIP INTO dmee ITS OTHER CunsraeLe ) STNE, FOR
A LENGTH OF MME AS DETERMINED BH ITS INTEGRAL
RC NETWORK. BH VARUING R, THE LewelH OF TiME
BURING LIHICH TRE MSMY 1S IN ITS UNSTABLE  STATE
MAY BE VARIED , _BHSKR=TWSTH—H—bARSED--—THE.
DMRING RIS “OPEN” TIME., A CHANGE IN VOLTAGE
OCLURS ON ONE OF I$ ouTPurs , THIS VOLTACE 1S
LSED TO OPEN. A NUMBER OF SATES CONNETED TO T,
WHEN THE “QPEN"TIME HAS LAPSED, THE MSMV AuTe- \
MANCALLY FLIPS BACK INTO ITS ORIGINAL STATE (STABE)
DD CRANGES BACK TWE QUTPUT VOUTAGE DRWANG THE

AP\, SHOULDER AND THENCE TROCEDE To DRAW ThE ARM, AND

CATES , MUS CloSING THEM, DuRING “WE FLIP-BAGK,
A PULSE SIMILAR TO THE ONE THAT chustd THE
ORIGINAL FUP 15. GENERATED A MICSTHER. oUFeur

| PovT, AnDTHENCE 1S SENT TO THE NEXT MgmMy IN t
" THE CHAMN WHERE A SImILA? OPERANON OCCURS, THUS
OPENING THE NEXT Geouf of ASSOCITED 6NES %
A TIME DESCRIBED P4 THE R AssoCArED HirH THAER
- 292 oMU, . THES COMMUTATING ACTIDN CONTINMES -
T L. uamL ALL TME MSMV 'S IN THE CHAN HAVE €one THRU
T T meas (NpunueL CYCLES, .
TWE "DRILING OUTPUT” OF THE MMV o (Swolow |
; Rie 1.). 15 USE. To perFort A NumMBER OF THS, |
| Foe BaMPLE,THIS OUTPUT MAY BE USED TO_ ..
CLOSE i WLECTRONK. S TCHES ACROSS THE

v A . '
HSMy outrurT k .
NC Hg[:'—nuﬁuc,‘wtn" S(F‘;.glﬂ“
e ) t
INTEGRATING LPACITORS  THUS LAUSING THE DISPLAY  BEMY
To "EFLM BKK” To ITS STARTING PaiNT, Gnateibiiieses.
THESE SIGNALS NRE, US ToRE As INPUTS TO .
THE FLMBAK CRKNT, QB EE DEXRIBLD WTER 1 MORE DETA,
ANGTHER USE OF THE MSMVY OUTPUT 1S TO DiM OR BLAME
THE DISPLAY BEAM, M APPLYING- THE MSMV QUTPUT To
THE GRID OF THE OKPLAY CRT, THE BEAM 15 "'‘TuRNED

-OFF ” DURING THE OPEN TIME OF THE MSMV <o ENE
IN THYS MANNER ) FLUBACK RETRACES , AND CERTAIN

BONE— PLAMING RETRACES ~ (AS IN THE ARMS WHERE THE
BEAM MUST MOVE FRopM THE STARTING PoiNT, uP 7O THE

T ) DhRING THAT "PLACEMENT "BoNE DRAWING , THE REAM
4715 BLANKED ouT) MAY BE BLAWKED our AsBER:DS

oY A3 MENTIONRD BETofik, THE LENGTH OF TIME
" STHAT MSMY BEMAINS 1N IS OPEN RISITToN) 1S DErTRMIED
oM R THE INTEGRAL RC. NETWoRKR, THUS BY
VARWING EBR OF THE RESISTNICES ASSCIATED (OITH
BACH MSMV-RC-NETWORK , AN OPERATOR. IS ABLE TO
: sef-ug:" A FIGURE OR CHARACTER TO WAJE THE DESIRE
BONE " LENGTHS , AND DVERALL STRUCTURE. HE AlSO,.
IN THIS BETUP PROCEDURE DBIERMINES TRE sequw&
IN WHICH THE PARTICULAR BONES WILL Bt DRAWN, 1M

DETERMIN gw HE € NECCesS5ARY
CoNNECTIONS, el %um; . BLANEING O

W ADDTEN To BETERMINING SAID SERNG WP “THE DESWED
BonNE LERNGTRS,

TUE MSMU CHAIN 15 A SLOWTHING | COMMUTRATING-
NETWORK. LOAKM REGULATES THE oPEMING AND ClasiNe o .
THE oNe GNTES) TBE THE VARIOUS TASKS WHick IT PERFORMS
Coueh BE DONE IN OTHER WAYS  SucH AS (*MecnaNicAL .
susnma(b.) BINARY CoUNTER SHSTEMS WITH AND4a DIOBE

NETWORKS ¢) oTHWBR. ELECTRoNIC ARRANeEMaNTS d.) padws
MECHANICAL SUSTEMS




fBONE GATES .

-b)'
- ©
ASSOCIATED WITH EACH BONE , AND wﬁ"}, DRWEN
p% A ¥mt NSMN of THE MMV CHAINL, .ARE
A NUMBER OF ELECTRONIC GATES, n“;e S
ARE NORMALWM ClosED, BuT Ceitwm ARG! NED
M THE RETAMIGULAR. WAVE FoRM recE WEREROM
MEIR DRWING. MUNYIBRATOR, “THBRE 13 AN ourPut
FRoM THE GATE ONLY DURING Tue oPEN ” PERIOD |
AND THE RATURE OR CHARACTER OF THIS OUTPUT
IS - PAIIHFRT REPROD-UGHON—BT—THE- &ovERNED &Y
THE INPUT SiGNAL, -1F THE INPUT IS A DC. SWNAL,
~HEN THE OWTPUT, WILL BE A CoRRESPON DG DL
SIGM ALy C31MLARLM 1T THE INPUT V3 A SINT WAUS
OR OTHER SHAPED SIGNAL , THE OUTPUT AILL
LooK LIKE THE INPUT.) 1N OTUER WoRDS, THE
QATE PASSES OR ALLOWS TO PASS THRU 1T AWy
<1 AL THAT IS PRESENT AT ITS INAUT DURING
THE OPEN-PERIGD” OF Tut 6 NE. ,
THE GATES FOR EACH eoNE ARE IV PARRLLEL ,.
AND OPEQATE. SIMULTANEOUSLY , AND SEND SIGNAS

HRANES-SANEEAN
L | Wh}ﬂ

L
vl

i

To DIFFEREM] PARTS of THE BEVKE N To
“MAKE EoRES A NTROL weﬁ{‘&'ﬁvm
{ 1 SPACE. .A GAED DS WAVETRM (AS L
' BT sHoAN LATER) MAKES A STRAIGHT BONE. |
& GATED SHAPED “WAVEFORM Wit PIKKE A
BONE TUEER WHOSE AMS 15 NST STRAGHT,
BUT HAS TWE INTEGRATED , VECORA L DIRBCUIPN
(on sHAPE) PR WED BM THE SWARPED ORI, -

1

R e S M'*’T
: [

29 9O we PV O™

|
S Sow €4 - THE D.C. VOLTAGE APPLED |
Yoo Ta HE FRST GNTE , THE ANGCLE (©) THA THE |
o BANEMAKES WITH THE X -AXIS OF THE DISPLAY |
—— 1% VARIER. A VARWABLE POTENTIDNETER HAY BE
- WD To YARMTHE INPUT UoLTAGE, € OTHER MEANS
| o MAM RE USED ,oF CoURSE). THE SECND SATE

. 15 usED. MTROL_THE ANG LE THAT THE BONK
MAKES,_WITY THE X-Y FLANEY )

|

¥ SIMILATC FASHION
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o § Ll )

M VARM NG HET D.C. INPUT, THE M)

L. B RD GATE s
USED To CONROL THH NGULIR PosITION (or May et
CALLED "ROTATISNAL PosiTioN® ) ©F THE Sk oN THE
Boﬂé.

MDD ITIONAL GATES hAY BE USID IN SIMILAR

FASHION To GONTROL GTHER PARAMETERS OF THE
BONE — SUCH AS INTENSITY ,.;{jhm% ge,

1RST T GATES <allED © AnD b SEND

, e THEIR SENALS To. () '
L5 k: AN L= PRODU
,_,(,h%\nsmoo.ns, mes%ﬁg'\%m Mo 8 SoNT
805k 1;:,10 TORRESPOND ING CHANRELS OF THE TAPE RECSRDR
.27 30 THAT DURING PUMBMX THESE MULTIPIEXED
a!guk\f; WILL DRIVE THE RONB AND  SKIN PRoDUCINS.
SAEANIEHE oF THE DOVKE , THIS AWTomATALLY

PRoOUCIN G THE PREVIOUSLY RECORDED Mo
OF THE BoNES T RSSoLITED PRRTS, VEMONTS -

P
ONT
al

-

HE OUTPUTS €% CONSECUTIVE é GATES MmRYE
ALL FED |NTO THE '© - SINE-CRSINE FuN(Tion- b Néi
AND SIMILIRLY THE OUTpKTS OF q; SATES O
THE ¢ sive wulo yukhed 6Bl

Lo

s e adloeaaa

r
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B~ COSIVE  FUNCTION GENERKIOR
) J'w

. . . D
 THERE ARE 2 SINE-GSINE Funcion JBENERKTORS |

.ONE RECENNES [TS IMPUT From . © -GKTES,

THE STHER.FROM Mz P QNES, 4, . . :
BACH GENTRKOR HAS 1 ouUrPurs AcH T,
IWE RANGE OF VOLTAGES AT TRE | REPRE SENT

e ANM DESIRED ANGLERAR Post ¥ “THE
BONE | AUD THE TWO VATACE OUTPWTS HAVE
TME RELATON oF TRE SINE AND CoSInE RESPETWVY
g (SET CENERQAL THEORY
I SRDER TO PROQUIE THE RELATIVE VALUES oF ThE
SINEAND CPBINE. ., SAMPLES OFRSINE AND GSINE
WAIES ARE TAKEN IS REGULAR INTERVALS | AND
STHESTE SAMPLES ARE FED INTD CAPACTIORS WHICH
WOLD THE “WMAME SANPLED VOLTACES To PRODUCE
. DC. VOLTAGES . ACROSS THE CAPALTARS Wil
ARE AT THE LEVELS REING SAMPLED,

A BEERL SNE-OSNE FunCTion GENERATOR. HAS 1
ITS NETWORK. . A . DELAY MULTIVIORATOR , A NARR)-. -
. ouTPUT MooSTABLE MUITWIBRNTOR M a
M DeisinG jopar  WANES~SAMPUNG GATES AND A HOLDING CAPASITOR,
$ Seeuna, e SN THE AATPUT OF EACH SAMPLING GNTE .,
VIS e 16aT  THE  DELAM MULTINIBRATOR. HAS TWO INPITS . ONE
t."'_!.l_’":“ '::::t INPUT COMES FROWM THE 28 STACE OF THE
i e T COUnTER | AT & THE HIGH*TREQUENCY AND 1S
e ™ TWE SQUARE WAE TUPE. THIS INPUT 3—‘-‘%’3&
" way-n wies o  TME DELM AL TO CHANGE' STATES,, IT witl .
MEIH Paequencit, TS REMAIN IN TRIS STATE UNTIL T FLIPS BACK
b rtune St AUTOMATICALLY INTO TS ORIGIN AL sTATER The
(s ren aigr 2. LEMNCSTH OF TIME THAT 1T REMANS . IL) THE UNSTMBLE
|omes orwewawts,  sTATE 1 DErERMINED BY TAE 2. WPuT, TagsS
W Muaut gor 2l \upuT (WHEW Comes From TWE GATES) IS

“ ALt S G
3«’:“1.\;.1 shol A LC, VoLTAG.® WHROSE VALUE BETIRMINES TR

pums, o FERCTR OF TIMT w&mm MV, WLl "DELAM, TR
] . . .

“p
ocortry,
“7"}\ LNE SuMirs hougy MPETD

.

fro

2

¥ sampieD, JpHISH TIHE WAS DETSRMINED BY

i - ﬁ/n A-'\. Ang r/(mz |

THE ourTPurT OF THE DELAY My, 1 DIF FERENTIATED
AND CLIPPED, S5 THAT .ONLM A, PULSE REPRESENTING-
TRE TRANING EDGE OF THE CHANGE- OF-STATES 15
SENT ON TO THE NAZROR- PULSE MSMY,

THE INPUT TO THE NARROW PULSE MSMY 1S A
NARRSLY TRIGGER PULSE <omMC FRot THE
PELAY MV. THE OuTPUT ©F THE _MsmN (1S A VERY
NARROLY j STRAIGHT S(DED PULSE WHICH 1S USED TO
BRWE  (on ofEn ) o SAMPLING @ANTBS. THE GANES
ARE VWRY FAST ACING  Depr BT ANSTHER INPRT
To B GATES 15 A SINE WDAVE (To one) AND
A OHUNE WAVE (1o THE oTUBR) COMING FRoM

NTHE SINBWAVE GBMNERATOR (cieck) AND FRoM THE
EYPHASE - SWIFTER RESEECTIVELY, THUS THE outhur
J OFTHE OKES IS A VERM NARROW PULSE WHDSE HENBNT
(om VALUE OF VoITAGE) B DETERMINED €4 THE TIME
oWRT WHICH THE SING AND COIINE WAVES LIERE

THE TRAI(TTDCE SF THE DSLAY MV, WHICH M
WAS DETORMINBD BY. THE: DG, VOLTAGE (MPRESSED
UPON 1T, TRIS VOLTAGE WEIR-HAVING BEBN DGTORM
BY TUE QUTPUT OF THE EONE GATES., THE NUMBER L
OF such PULSTS For ANy &EN 'D.C.vAuut
JHPRESSED UPON THE DELAY MY, S DETER MINED
BY THE LENGTR ©OF ANY CSIVEN BONE -

RECAUSD oF THE HoLDING CAPA CIToR ASSICATOD
WITH THE OUTPUT ©F EACH SAMPUNG &ATE, .
THBRE APPBARS AROSS ECh. CAPAUTOR A
D.C . VOLTAGE o) REPRESENTING A PARTL

X Tor & Nommal- (T BHG
ﬂ!%%b ﬁ«g O’:)Aue |13 R?‘:t‘!%‘vuw Puxst.:uil‘;un" ™mE W

TRE AL VS B 3
TVERE ARE OhER WAYS OF CENRRATING TS S
CoNsWE FuniioN | ONB SIMPLE WAY WollD RETY - 7
LET TUE OUTPUT OF THE BoND SATES SuPP{ VOLTACE To A%0IKRD,
SINE-CosiNg PorENNIONETORS BWT TWEED FSTS ARE EXxpOIGWE AN



FUNCTIoN 15 To PERFORM ConTINUDW

of |» THE SIGNALS mr:ssomel) Tb TS . INPRFTHERE
! ARE THREE QRAPORS t ME GE
ONE FoR EAC COonmerbp LS )oH

IF e whur 16 AN INTEGRATOR, \s ARG NoLTAGE
TNE OUTEUT 19 R RAMP FUNCTON . THE IINAL ConDITAS
(STAXTING VOLTAGES oN THE ouTPuT WHCH DETERMINE
“PNE STARIING PRANT OF ENCH BONE OB THE DISPLANM)
,,,f' ARZ NETERMWNED B4 TWE vom\se Acaoss THE  FeeDRNL
. g-) CAPACITOR | S F KT
,,é “GPCTOR), ur!emnu o
© A STQUENCE of D.C. YoLTAGES \HLL BE  JONED
: TOGETRE R, WHENTVER TRE CAPAUTOR 1S DISINARCED
AL COND(MON VOLTACES RrE
AND THE DISPIAY BEAM
RETURNS Ta A ZBRA" ot STARTING POSITION,
CME FLUBMK_SIRCINT To RE DESCRIBED PEREBIMG
e FUNCTION OF SHORTING oul
DranarsInG THE CAPACIToR. AS DESIRED OR REQUIRED
To DeAd A FRIRT oR. m«sx.)

: gv.haom'sn od', JHE-

NIPP -me,\conbmar t;rn of
Ml Inﬁ NES RS WhEN EMTED, TO AW oF
\‘ “"’9 BECiEeniod S THE DIsPLy UILL GIVE THE

Pmncﬂou OF THE FlcurE oa mAcE BRIG buw»)
on THE PLAME . DETERMI 'mE COMBINATION o
For EXAMPLE, 1E TAE ¢ak mrtsmuuﬁ hPUTS,
Age useD, 1utu THE DOPLAM WILL BE A VITN WRCH 15
THE ProJECTION OF THE FIGRRE OJUTHE X ,4 PLANE, 39

I s, IF THE Y T oulvills ARE psE, TAE Vs
WilL &E A PRATPCTIO) OF ThE Fiolit 8N THE ¥, 1 PHANE,
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<ry
.-
Nt )

[

LT S

INTERMEDIATE VNS MAY BE. RABSeREZE: miwen By
COMBINING ALL THREE SATEGRATOR_ ourPuTs, M
PROPER. SEHRED AMOUNTS ; AED THUS AlLowinG-
AN OPERATOR OF THE DEJRE TO . VIEW BB Tue
OBIECT oR FIGURE "FrROM ANY Pos(Tion ; THE
Fucfion ofF comm(NiNG THESE INTECRATOR QUTPUTS
M A PropBR FASHION (S CARRED. ouT 4 mHE
VCAMER A ANGLE Nsﬁ\bmz" To 85 INSAUSSED LATGR,

: _'/ TAE VALUE OF VoUAGE PRESENTED TO THE INPUT of
T AN INTEGRATOR. DETERM(NES. THS SBmesSRATE oF CAMKE
ﬁwou‘&% AT THE ouTpuT, (suws) & T™
TPTVBLTACES To THE X AN 4 INTEGRATORS REPRESBNT
THE GoS & AND SINO RESPECTIVELM TWEBN THE
OURPUT oF THE ILTECRATORS LOHE N-TRENEwEsH ¥
INTe THE WBRITLETAL AND VERTCAL AMPUTFERS on

A DISPLAY SGPE WILL CAUWSE THE BEAM T DRALD
A LINE onN THE SWPE WHOSE ANGLE To THE
HorizenTAL 1S &, ~ |

WINT T
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: 'ms F\mcnorl oF ™6 rleNlL NETHORK I,?
| o prscvreaE THE eaprcators ((¢) Asset WK THE
|Nﬁ6monh At DESIED TIMES Dug ELSEUENCE
©F BONES AND AT- WE ENp OF c:l! (L ¥ BonE
GENERATION . DUSCHARE WG oF TME wAcn'oas CAUSE S
FIME  BEAM oF TRE DISPLAW CRT 10 FLM BAK To The

| STARTING PoToN , -

AN CLECTRONIGC SONTUY PISCHARES THE CAPACTIK,
PULSES WHRICH CLOSE TAE SWIiTUH COME FRoky anl AMPLIFIER.
CWRCR 1S 10 THRN. FED BU PucsES(LOHICH ME SEXTED
1AS (ERITED ) COMING FRoM SHESTED MULIWIBRATORS
of Mt MuB cuam, NSO, A PuLHE @L{gss burkron
1S pETERMINGED BY Tut Tm'i— OF THE _LaS[ hemyv To THE
AEGINNING OF A NEW CUCLE «mﬁ"msr Moy 15
GENERATED BH A Bl STAALE MuLTI|ARATOR, THIS
CFLUBAGK. Ry -STHaE MY RECEINES A pLSE FRom THE
LasT MomV ASIT CLOSES, THIS PULSE  ELIPS THE Bomy
AND 1TS ourpul . csv\st-s THE SIcUsS To UosSE,
(TS msmV YMS I8 THE “elastn  sTath WTiy T
'RECEWES AWoTUER INPUT PULST LomiCH ThiG TiME
LomMES From THE SRR SUNTER , THE SamE Pulsh
LMCh STAETS TUE CHEW OF MSMY's,

- DIoDES. CoNNECT ALt oF AL Putst InpUT> To
e AMPUFIER WAILH. ACTWATE S THE SLifTeles =o AS
T PREVEMT ‘PUL$ES ,.FEEDING BACK INTo THE
6MES AnD Tni y O OF SE LS NCE
S0 e ms:r:?mz. :umms_g nsrmu.?_oosab DURING-
4 TTAE DURMNee/ _oT A PuLSE, WBD BE T Lolg oR

© SYORT ouT

AL _

P -~

( '
i Prae o \&U\Aw-\,ﬁ‘

SN NETWARYK, .
THE FuNchiod oF TRE Skl NETRoE 18 7D ALGERRAIALLY
CommiaT  THT VARIOUS . VoLTAGT nm;nm:om e 2
DM, ens s, Aing, e, Wiy 5 Kite skt
cos k.J: AnRD Tha ViDeo si1qnal " A” T ave T‘g
PRoPER FORMULAMATIC ktPQtstuT»\nsz OF THE
GEOMETRIC Pen:ccnb»s OF THE FI6URE ©R OBJECT
’? ,+ BEING GENERATED, FoR QUICK REFERENCE, A
TABULAR P TAESE Vkauous
15 CWEN BHELW,

aLre
Kt ) ’—hﬂ\ S 'k D.C. VALUES OF VOLTAGE WHOSE RELATIONSHIP

M,,« ; dos® 15 A THE Sne MO CSNE OF THE ANGLE © &

DE. VALUES OF VoLTACE WHost RELATIGASHIP

/0( \‘“gs.‘l- %\n $:
15 AS E SING RuD COsINE o THE 'ANGLE q;

Co® 1’;

K,t,. RAMP FUNCIIDNYG OF VOLTAGE | THE OUTPKTS
t.) OF INTEGRATRS X, a_kﬂb 2 RESPEIWELY,

14\ wnerr THE consR Vs N SCALING .
FACTOR, , WHIcH 13 A’ b'e\nce FunchoN ©F ™
GhiNs of hiseLhy  AMPUIF)E OFTHE GAmG OF THE 1N TEGRATING
AMPILIPIERS AND AbSS A FunNchoN OF THE AMPLITUDE TFTHE
INPUT SINE AND OSINE WAVES 10 THE INTEGRATORS. FoR. .
SIMPLICIT TMESE EFFECTS AE ACCOUNTED FOR &4 THE u$€
oF TH(S “"LUMPED CoNSTANT " K -

SinKE]  Sine AwD osiNE WAUE FUuNCONS . .
o5yt Y WaosE FREQUENCH  (TWE nich Fneqwm)
14 DETORMINED R} K,\, AND WHOST
AMPLITDD‘E 1$ CoNSIDERED To BE EQUAL
To | Cowe uNim), (Fat A Norwal HAmsEmAIEAL
EopestNTRIN W o WAE fo USE T q Sink.t” ©
DENSTE THIS WAVE | RUT OE SIMPLIFY THE EX PRESYH)
B BTG =T wnil, Zivhich i = sboyt f00eits p.



Lkl v/ %4

S o
SAHITAL A 15 WSED TO b‘ENDTE*\ﬁ'% VIDE®
SIBLDAL. WHICH  BoeTES FRONY THE.. SKiN
SCANNER, WIS

SIGNALS, A PICTOGRAPH 1S 6INEN BELSI TR 2
BONES .

‘, Bous ) ! SovE 2
13 - .

)

; " - i

- T 1
—
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G827 TRE 1MPeRTANT THING HERE 15 Mol Hod WE PERFORM

’ PRoJECTION OF TWE 3 DIMENSIOMAL BIGUARE MAY ef

capee 2, B
4 \&%ﬂr 1l

MO0 ALCEBRNC FUNCTIoNS ARE POERRMED i THE
forMoN of THE DEUICE WMCH We <ML The St
NETWORK , WhnstY  muLvirticknod AND ADD(rTION,

AND oUuTPUT AMPLIFIERS, WHICH ARE BLECTRONICALLY
. NECESSARY TO ALlol) AN ANOLOGUE MULTIPUER TO
PERFORM THE TASK OF MuUUPLICAT IoN.
S¥ MULTIPUERS REQUI A”CENER TAP” INPUT, THUS
QEVTTHE THREE 10PUTS TO MULTIPUER S 0 S .

ﬁ ASSOUNTED WITA EACH MULTILIER ARG ARE INPUT
.21
'~

TRE PARTICULAR. TASK , BUT THRT We D2 PeRronM T,
ADDERS ARE MERELM RESISTOR NBETWoRKS WHICH
ADD THE UARIOUS SIGNALS PRESETED 1o IT.

ALGEBRAICALLY SPEAKING., THE SKIN NETUWORR TRRES
THE PReviouslM MENTONED SIGNALS AND  cohemes
THEM So TRAT ,

x = kit, w50 0i iR otnposkimAsingh
=k, t, s[ngms#, +Asin 6:‘»“? skt + Acosesimkt
z = ki, sind +A cosfomkit

Heee AND Z  REPRE X, AND Z
vecrotial' SomponenTs wé@fﬂl&. b‘:a PRES ENTING.
ANY D OF THESE SIGNALS To THE X anuD Y ape
SF A DiISPLAY €RY, ThE ResuF/ng Drauile wil BE
A PROTECMON OF THE S BinENSIONAL FrouRt oN _
“HE PANe DEERM)NED U TME CONMpoNENTs SEecTED,
B4 TRE GEOMETRIC $ELECTION AND LoMBWIATION Of
ELL THEE OF THESH Com PaNENTL, AW VIEL SIS OR
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D FeWEe 1w sucl HANNER As TO AL * PoR. TRE
PRESENTATION OF AT WRerion or VIEM oF ThE

. FIGARE WHEY TME oUTPUTIOF THIS NETW-RR ART

TResenred To TRE X Awe Y CHannELS ofF A DispL CAT,

2 RLGERRMC FUNCTEONS ARE PERFORMED ., THE FIRST

_ . 15 MULDPUCATIoN 81 A ONSTANT, THE SECoND IS

| ADOITION. . . _ i _
THE "MULNPLCATION BU A CoNSTANT" 1S IN EFFEUT

* THE” TAEING OF THE SIOE MID casINE OF THE

i_‘ VESTOR. MNUD 19 AKDMPUSHED B4 A METWORK o

YARIABLE ~ SINB = S25INE" PoT ENNONETEES, ADPITRN
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ANGLES ©F_(mttn prims) AND ' (Pl PRInE)
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™ME X Axis AND THE Xz PRANE ARSIT THE E ANS,
i wipPERS
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TG TRE ST COSINES M THE PRoPEN RELATIONSW) P!
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1H§ SHAFT of . .ONE, ColiTRoL % 1"HE VIEWING ANGLE
. C o © . THE OMER. CoNTReLs Pe  AMPLIFIBRS ASSOCIATED

— . \WTHE THE NEmoRY. of SINE- CoSINE PoTs ARE M
| eiecheom< NECRSSITY T

1\31’1«3 UTPUTS <F THIS NEMASRE ARE FED INTO
. TREQACAANNGS <% e DISPUM CRT, AND REPRESENTy;
D ME, RENM= BadtNoNAL IWPORMNITON rEESSRy To DrAY T

e o 1< &vaé/uv‘;m

BNENTUALLY ) WE'LL USE <onTRoL NG SWO-HoToBTs o
Posinal TUE eAFTS < + | So THAT THE CAMERA o
AJG LES MAY B2 RECORDED ol THE foNTRoL-TAE ®
RIOROER. ALONG W (TH STNER CoNTROLLING. WRRMNNS
INGTHER LIRS, WE'LL €3 €oRD  SGilALS To Lot THE .
Stlo 5 WitL REAT, THUS RELSRPINS THE CAMCRA

BN GLES i

YRS NANANgREPLPPCAPPLAPIPPPIIIP P FCOOIOII QROTE




rar’? 4l e 2T,

v

4 TV QEN!RATOL - g
! g,\"
“TRE FUNCTION oF THE SKIN eentnnd& 5 -rp GENTRQE . /”"0‘ 2% fy%“ﬂ;“
' JJDEP JSAONAL | THE MAGNITUDE oF Wk BENTS '
DISly R !

or. R SEQUENCE )
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h SKIN) OF TUE OBTECT oR FIGURE

brasn, SPEMING) To THE BaNE SICNAL, A8 GIYIMNG
TWE SEN GENERATOR IS A FLUING SPOT SCANNER THE PoSITIoNAL mmmmn’hr DiseLAY BEAM
WHICK SRS M SPECIALLY] PREPHARE PHOTOGRAM © WHRICH REPRESENTS THE TICKNES, OF THE obJEM
JTWE DENITY oFf LWHICH GNTAINS THE DESIRED . . SR FI16URE Bsm@ DRARN.
T et 54 7 INFoR MAT 100, -
TRESKIY QENEBRATOR 15 A RIGH SP!@ THE MovEMZNT SF THE FLUMG SPOT 15 onTroled
BGh ComtEs w pred oot b HETIEL, CEnriy PR ot LS. bg EZNSRKIED
MATISN CRSISORRIES eyt ) lesne Gus
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. ITQRASE DEVICE o MEDIUWM,
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'1\‘\& PL‘\NG spa‘r SCANNER 1¢ 3 GESHSE ASOE(ML e » n

CouoRT PREARSISTANCE). wATAOLE RAY TUBE |9 WICH : . © TTHE WASTER CPRERN OF MOVEMENT &F THE 3foT) OF
THE BEDM JWEEPS oul A Pte,usgb RASTER THE SCAHNER. YS—Wlmiel . BASVCALLY - RESTANRULAR,

C PATERN OF LINES) . THE BHEAM PRIDUCES A wWhTh . SOME LocALIZED MODIFCATIONS Ju THE
SHORT PERSISTANCE SPoT ofF nGHT W THE FACE of | PATTCRY Fu&specml_' SkIN-DISToRTON EFFECTS
THE TUBE. THMS PoT ©F LIGHT 145 oPTICALLY AS N LIP, EYE L oTHER FACIAL melSseds- Aud

PLASTIC “TUPE  MovEMENTS . (SucH AS LIRINKLE
ETCTCCTS WHCH. weulDd oE %—1 JlantLyg

CORDUCTE D AND FoxliSED SN TRE PHSTOGRAPHK i
TRANGPAZEN O WHICH TRASMTTS VARG AMOUNTS l f
OF LI6HT A<KorDING To THE FiLM DENGITY Thus ; \A DE\JELDPED As N cuncnm e Am.us )
THE ProTOGRAPHIC TRARSPARENCY MODULMES ThE ' !
ITENSIT_of THE LIGHT , AS THE SBOT <ubees | GONTUE sk ctmRgR Wy AL BE ED TP
BR. SCANSG pcRoSS IT, ‘mls POOULAIED LIGHT gsﬂ'q DECEIO P 6“'.&2 S W ATION sUucH pg
19 COLLETSD By A CONDENSING LENS AnD ¥ CoLPR, TRXWRE | SHADING . (Tl Lt B
Bolibtt L _EocusstDd oN & PHGTD -MuLTeRLIER TUBE | Duscw,se\) Lu'e&,
WA INFRTS e MooULATED LIGHT uTo i
VoLTRGE® SIGNAL (\1DES), (IN GENERAL ThIs shsrem
AT AS.A HKH SPELD CONMUTATOR, SOMMuTATING. !
MANY PIECES QF INFork MATION v T“E' OFSIRFD STREAM

219 LEE HARRISON



220 EIGENWELT DER APPARATEWELT

2/ e
ding Wiwwork L Tape Rocond g\&@

LI N
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To REHRD THE  Joinsd—Axdhun
SRS MULTIPE XED ONGLE- 3t
NLow FoR TRE PLAY- BACK oF TuESE N
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! STLLCTIVE RECORDING OF INDIMIDUWAL CAE-ait s
SR GE U AT GME- Sutvus 15 AcOmr s
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i B4 THE MULTIMIBRATORG ASSOUATED wilh The

' DONT CATES DESIRED THWt REORDER, A Swir(h

AN PX EMPIOMED T2 1ocD THLSE <Y REOPRDINC.
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' . (e 131
_ PP MSTSherah, s THE WROE HEADS Avk

- ZE oAk )
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S AR AS. IAPE MOTRN 15 op@ptD, THRE SIGRALS
. WHicl ARE PASSED BY THT RESeenike CATES ARE,
: TUENCE RECoemED ON THE TAPE B4 THE WRITE HEAK
| i@ SEMALS Taus REGRDED KL AMeST IMEDIATULY
READ B TUETREAD” HEADS R Lapict ThE
SIGNALS ARE_AMRIEIED fND SENT INTo DNE
BoONE GENLZATION _NETIWORK,
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I~ OF THE spernr & lATRRE 75.:
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prge 2> Al 1

e ok CHANNEL HAS RECORDED oN T THE HIEH fReJUCNC Y
SINE WAVE. PLUS €. ITANT FRAME pPUILSE
THEST SKGMLS mgnszple%m m’v’.a ;\‘EN)ID(—,
AND THE SIBN WAIES pRE SENT 7O THE RoME
GENERATIR. 4 THE FRAME PULSES AREe SErT To
TRE countER CHAIN, e .

AT THE @ AND b CRANNELS RRE TILED Wi

RTCoRDED SIGNALS, SELEQIVE RE-RECORD ING |5
OMPLISHED  BY MAKING CONNECTIONS BrTweeN
:%sr_uafgﬂ 1S MV's + THE RECORDING GATES
5> THAT THENBATES ARE opENED  onty drile
THE TIMES Of® Ocurveance oF THE opevinG o §
THE PO+ G GATES ASSoCATED Wl !l
THE SELECTED MSMV g |, (IHE wmel BEsdint, Sl 15 D)

Tor EXAMPLE, Suppost MY OPERATOR Luisntd To

Rt t_“@“b THE ANGULAR. AcnioNS oF THE' 4% 4
BN BONES. HE'D (OuNESH TME PULSED OUT PIT  oF
MSMVY's H 4 4 5 To THE RERIRDINEN
ASTUATING INPUT TERMdAL OF TE RECORDING GATE,
Tags THE ONWY TIME RBGORDING WoulD TAIE PLaCE
WOoULD BT AT TUE EIAET spsi§ on TWE TAPE
T CoRRBSPONDED To THE PREVIJUSLY RECORDED

ATINATED AT THOST IMES WoulD OBLITGRATE THE
PREVISUSLM RECORDED SIGNALS ANR LEAVE Tht
NTWLY IKSIRTD SIeNALS ©N Tye TAPE , The REST
OF Tt Jimg | THE RECORDING QATES ARE CLISED,
B> TRE READ HEADS MICK UP THE OLD A WELL AS
THT NTW SIGNALS | AMD TRANSMITE THEM THRouGH
TRE DEVICE 7O STimUVE TUE BESIRED Fagohi Aol
ON TUE DISPLAY .
QTETR TNPE CHANNELS ARE USED IN SMILAR FAION TO

TOMSL RECORD AND CONTRIL OTHER PARAVETERS OF @

TUE BoNE | FOR Bramme THE R (ewo) cannet 1s 8
USED To CONTROL. THE POTATIONAL PosITION (or TWIST) ¥ o
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' CONTRALID. THE FUNCTON OF THE
GENERKTED THE, DEIRED SCNALS
YA21oUS MOTVONSL TN GENERAL TNE CoN
SIGNALS ARE YERWY Low) F(LEQL\ENC‘t =M Som€
: cAsks Pracicall D.C. (THE SAMPLING RATE T tAH
BNEW _SIGNAL TO BE MULNPLEXED ts A4 TIMES PER
StconD. IN ONE SECPND, UNLESS THE ACTION
OF » BaNE 45 NERU SWIFT, THE VOLTAGE VARIATM
From THE REGINING-TO THE END OF ONE DRALING
CHLE (3o ) OF ONE BONE (2 & Go)et oo
15 VERU. SUGHT, TRAT IS To 3AY, SuPPosE THE yTAGE

VAMIES BwoLnnin ont SE&Q&W‘ e
To TAE TURDING. SF A POTENTOMERE R THEN THE
VARIATION @R FRM <hE AECIWNING ToIHE BNp oF A
tone 1S Reoul- by NBLTS WHICH 15 QucH b SMALL
CHANGT THAT THE Bont AP CEARS STRAIGHT,
NETIWORKS OF VARIARLE RESISTORS AMD VEY
LOW-FIZQUENCY, GENERARS MAY
B USED TO GENERATE. cfuapaisaty. \NTERRELATE D
BONE-GROUP MCTIOND QR MITRGE. P8 AS
THE. MANIPULATON &F THE POTENTIDMETER (nPUTS
15 SMPUFPIED, T AU BE CONSIDERED THRAT TPE
"cONTROLS " (AU REME MORE AND MORE
CoOMPLIER - LIKE . WHERE MANY MoTioN FunGi
L' .

R Vel g

—i SUAPED WAEEDRMS IN FLACE OF D.C. (NPHTS.WITL

- W E BONES. oTHER THAN STRAIETH . For Ex AHPLE, |
o — A SALoRTY [ONTROL InPuT WILL GEBE A WICCLM ard
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THE EECRONIC SIGNALS <OMING QUT ©OF THE
CAMERA ANGLE NETWORK ARE REAM-POSITIONING
SIGNALS C Just 35 FINGERS CoNTRoL THE PobiTion!

OF A PENGIL ON PAPER), THE FUNCTIPN OF
THE (AND coL5R) NETWORE 15 TO GOIERN
TRE BEAM INTENSIT S 1] DRAWS THE FloWRE
or " OAJFTCT,

Jrsrovted- ( HIGH FREQUENCM ) VARIATIONS 1IN INTaadTY
A’:‘aatlA D WITH skIN SHADES % SHADAWS  Tediwe,

c, which avist fvom the sursice

m 'N THE SKIN o ((COLOR VARIATINS IV
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' tor. {(MuLll -Colsr) PROKESS HER S EOR TrameE
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|
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— - POOSCRIBED ABSLITE VALIIE ,, THE CLrpr€D ChTi¥T
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NoS LoTiH PHASEH OV HfaeSune WAVE,
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A TExTurt D PATTER N . MORE SPECIFICALUL | \)DEO
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(To GENERATED TRIS WYENGWTY Vipto | ANOTHER
SCANNER. WolllD BE REQUIRED QR h SPLT-|MAGE g
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FLUING SPOT FoUSED . op. TwWe (or Mowe)
FILNS - WRTRE ONE FILM ConNTAINS TR NESS
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